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Abstract 

The crop growth modelling represents an important tool for researchers investigating 

environmental processes and food security issues. The WOrld FOod Studies (WOFOST) 

simulation model was used to examine  crop growth frequently. One development 

pathway of crop modelling is data assimilation (DA). This method is used for decreasing 

the uncertainty of models by updating them with data obtained from observations. 

Sentinel-1 SAR satellite provides radar data able to monitor environmental processes with 

high frequency; however, its usage was so far limited in DA methods. 

Wheat fields of an agricultural cooperative in the Czech Republic were investigated 

between 2015 and 2019. In order to increase the accuracy of winter wheat forecasting by 

the WOFOST, this research tried to utilize Sentinel-1 (S1) data jointly with Sentinel-2 

(S2) for Ensemble Kalman Filter (EnKF). The relation between Normalized Difference 

Vegetation Index (NDVI) and Radar Vegetation Index (RVI) timeseries was established 

by examination of different Sentinel-1’s Relative orbits and platforms used during the 

analysis. The temporal development of RVI was heavily affected by noise caused by 

monitoring from different Relative orbits and platforms. Using imagery according to the 

Relative orbit provided results more like the phenological curve. Linear regression 

between NDVI and single Relative orbit use of RVI slightly increased the goodness of 

fit. The best correlation between RVI and NDVI was 0.39. The RVI data was cleaned by 

Savitzky-Golay (S–G) filter. The Leaf Area Index (LAI) was estimated from S2 data. The 

correlation between LAI and RVI was 0.69. The Random Forest Regression (RFR) was 

trained between the S1 RVI and S2 LAI, and radar LAI (R-LAI) was predicted. The 

measured model fit accuracy was 0.52. Finally, The WOFOST model was runned open-

loop, with EnKF S2 LAI DA and EnKF S1 R-LAI DA with root mean square results 

(RMSE) of 4.23, 3.43, and 3.66 t.ha-1. The mean absolute error was then 3.79, 3.07, and 

3.31 t.ha-1. The research results demonstrated that S1 DA to WOFOST can increase the 

accuracy of the model, however not so much as S2 optical data does. More research needs 

to be conducted in the S1 LAI data prediction and assimilation. 

Key words: crop modelling, simulation, forecasting, remote sensing, satellite data, 

Sentinel-1 Sentinel-2, biomass, yield, data assimilation, crop, wheat 
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1. Introduction 

The modelling of crop growth and yield forecasting has become an important concern of 

many scientists involved in Food security and environmental degradation debates. To face 

the issues of sustainable agriculture, the development of different crop models took place. 

These modelling approaches can simulate short to long time crop growth development 

and status according to growth environment for different regions, plants, and management 

(Di Paola et al. 2015; Jin et al. 2018). There are various types of crop models, but mostly 

applied are mechanistic models, which attempt to describe relations between parameters 

and simulated variables, but also the mechanism of processes (Palosuo et al. 2011). Such 

one of up-to-date models is the WOFOST (WOrld FOod Studies) from the Dutch ‘school 

of de Wit’, which has produced many other models (e.g., BACROS; SUCROS, 

MACROS, LINTUL, and ORYZA). The WOFOST model is widely used around the 

world, and it has been implemented into MARS crop yield forecasting system, which is 

used for crop monitoring and yield forecasting activities in Europe. The WOFOST is 

originally written in programming language called FORTRAN, but there is also a version 

written in Python language and included in PCSE (Python Crop Simulation Environment) 

(Bouman et al. 1996; European Commission 2021; Jin et al. 2018; Wit A. 2018). The 

models like the WOFOST enable crop growth simulations of various crops under 

different conditions and on a different scale, but spatial variation can cause large errors 

in simulations and crop yield estimations, especially when inputs like soil moisture, 

nitrogen content, or meteorological data are uncertain. However, the quite rapid 

development of remote sensing technologies offers new possibilities in these issues and 

the potential for more accurate and reliable crop modelling (Jin et al., 2018).        

Remote sensing for vegetation canopies analysis started rising in 1960’s, and after the 

launch of the first LANDSAT mission in 1972, the Normalized Difference Vegetation 

Index (NDVI) was introduced into the field of vegetation monitoring and categorization. 

It became the most observable satellite metric for photosynthetic activity and plant cover 

on the Earth. Since then, many indices and algorithms have been introduced for study of 

the Earth’s surface (IJAEOG 2015; Deepak 2015). One of the most essential indices 

became the Leaf Area Index (LAI) due to its ability to determine the total one-sided leaf 

area per ground surface area. It governs canopy processes and is related to crucial 

variables such as chlorophyll content, photosynthesis rate, transpiration, 
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evapotranspiration, and dry matter accumulation. Therefore, LAI is the key indicator for 

potential grain yield (Darvishzadeh et al. 2008; Gupta et al. 2000, Herrmann et al. 2011; 

Huang et al. 2016 - a). There are multiple methods to determine LAI; however, two main 

categories are recognized - direct and indirect LAI measurements. While in situ research 

consists of both direct and indirect measurements (e.g., leaf collection by harvesting; non-

harvesting litter traps; indirect contact or non-contact LAI measurement methods - Plant 

Canopy Analyzer), remote sensing consists only of indirect measurement methods by 

passive or active sensors. Passive sensors are utilized to measure LAI whether it is used 

an airborne or satellite multispectral/hyperspectral camera, and several methods of 

determination have been proposed. Also, extensive work has been done on the usage of 

airborne-based active sensors called Light Detection and Ranging (LIDAR) in the 

forestry sector. On the other hand, the usage of satellite-based LIDAR sensors in LAI 

measurements is not yet so explored due to its limited availability. However active sensor 

called Synthetic-aperture radar (SAR) has already been successfully used for LAI 

estimation (e.g., for sugar beet, maize, and winter wheat). It can be expected that with the 

rapid development of radar satellites (ENVISAT, Sentinel-1, ALOS, ALOS-2, 

RADARSAT-2, TERRASAR-X, and COSMO), more opportunities to estimate crop 

canopy variables or soil properties will arise (Jin et al. 2018; Zheng & Moskal 2009; 

Jonckheere et al. 2004; Weiss et al. 2004; Beriaux et al. 2011; Tao et al. 2016; Stankevich 

et al. 2017; NASA 2020). This development in SAR remote sensing is promising and 

provides new possibilities for SAR data assimilation into crop models. 

One solution, in order to improve crop modelling and avert large errors, is the assimilation 

of biophysical variables (obtained from remote sensing data) into crop models. There are 

three distinguishable assimilation strategies: calibration, forcing, and updating method. 

While the calibration method tries to find optimal consistency between remote sensing 

data and simulated data of crop model, the forcing method replaces the simulated data of 

crop model with the remote sensing data. On the other hand, updating method sequentially 

updates simulated data of crop model within growing season based on remote sensing 

data and improves the accuracy of the simulation data at succeeding days. The most 

utilized variable in data assimilation of remote sensing and crop models seems to be LAI. 

So far, there is a great deal of works based on data assimilation from optical satellites into 

crop models, but nearly no research works exploring possibilities of SAR data 
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assimilation into crop models (Jin et al. 2018; Silvestro et al. 2017; Huang et al. 2016 - 

a). Hence, the purpose of this research is to provide new insight into this actual topic and 

find possibilities for SAR data utilization in the crop modelling. 
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2. Literature review 

2.1 Crop modelling 

The crop modelling nowadays represents a significant tool for monitoring food security 

and environmental processes under the needs of growing population and pressure of 

sustainable agriculture and climate change. It has been considerably developed during the 

last four decades from the easy simulation of crop growth to a complex quantitative 

simulation of the growth process. And although models cannot simulate all the bio-

physical processes, it is important for well-timed estimation of crop yields at a different 

scale, for different crop management and weather conditions. This has prime importance 

for government agencies, commodity companies, farmers, or scientific communities in 

the process of decision making and management of agricultural lands, the establishment 

of food prices and trading policies, or estimation of production volumes. (Di Paola et al. 

2015; Jin et al. 2018; Curnel et al. 2011).  

The models can be divided according to their complexity or group and type. The level of 

complexity is determined by the purpose of crop models, and it ranges from simple 

models mostly used for yield estimation for larger areas based on statistical information 

with combination of climate and historical data of yields, to more complex mechanistic 

models providing explanations of interactions between soil, plant and atmosphere. 

Another classification divide crop models into two groups – deterministic and stochastic. 

While the first one produces a result for a given set of conditions, assuming uniformity 

of input data, the second one – stochastic produces results that take into account 

uncertainty arising from the variability of input data (e.g., spatial variability). The crop 

growth systems are generally more stochastic because of heterogeneity; however, this 

approach has not been developed for operational use, unlike the deterministic approach. 

Models using the determinist approach can be distinguished into three types of models – 

Statistical, Mechanistic, and Functional (or descriptive) model as shown in Figure 1. 

(Basso & Liu 2018; Basso et al. 2013; Vazques-Cruz et al. 2010). 

Statistical models (or sometimes empirical) were the first models used for large-scale 

yield simulations. They usually use historical data about crop yields and simplified 

measurements of weather (e.g., average temperature and precipitation) to calibrate 
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regression equations. This is a common alternative approach to process-based models, 

which requires crop parameters of cultivar, soil conditions, and management as input data.  

 

Figure 1. Descriptive, mechanistic and statistical approach for crop growth modelling. 

(Source: Vazquez et al. 2010; Basso et al. 2013) 

According to Lobell & Burke (2010), three types of statistical models can be 

distinguished: firstly, models based on timeseries data from a single point or area 

(timeseries method); secondly, those models based on spatial variability (panel method); 

and finally, models based on space and time variability (cross-section methods). Every 

type has different advantages. While Timeseries models can more easily describe the 

behavior of inspected area, panel and cross-section methods have to assume the same 

parameter values for all chosen locations. Nevertheless, Timeseries models are sometimes 

limited by data, whereas panel and cross-section statistical models can combine data from 

multiple research sites. The main advantage of statistical models seems to be their low 

dependence on local input (calibration data); on the other hand, these models suffer from 

co-linearity issues (Basso & Liu 2018; Basso et al. 2013; Lobell & Burke 2010; Wenjiao 

et al. 2013). The diverse approaches can be found in the literature. Manjunath et al. (2010) 

used the precipitation values and normalized difference vegetation index (NDVI) in the 
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statistical multiple linear regression to forecast the wheat yields in various locations in 

India. Qian et al. (2009) used a similar approach, which applied daily water use and soil 

water contents for empirical linear regression for yield forecasting. A yield regression 

model with Vegetation Index timeseries and Historic Crop Statistics was used by 

Dempewolf et al. (2014) for wheat yield forecasting. Recently, Nagy et al. (2018) 

regressed the wheat and maize yields from MODIS NDVI and gathered yield values. 

Many other authors employed the statistics based on remote sensing data or some other 

data source – Standardized precipitation index, the combination of temperature and 

precipitation or minimum and maximum temperatures with relative humidity (Quader et 

al. 2018; Raja et al. 2014; Guo & Xue 2014; Galaktionov et al. 2009; Ayyoob & 

Krishnadas 2013). More reviews of statistical modelling of yields can be found in Basso 

& Liu (2018).  

Descriptive models, sometimes called hybrid, functional or semi-mechanistic, are 

models using simplified mechanisms to describe complex processes. These models are 

not time-consuming and use only a few state variables to describe relationships between 

them and response, usually in the form of total biomass and economic yield. These models 

apply much less input data, and they are comprehensible for those who are not familiar 

with biophysical processes. The underlying processes are more related to curve fitting 

and regression; however, these models can simulate aspects of plant functions such as 

resource acquisition, growth, and its limitations or storage, allocation, and suppression, 

or phenological changes such as triggering of fruiting (Basso et al. 2013; Renton et al. 

2005; Vazquez-Cruz et al. 2010). Domijan et al. (2006) presented the semi-mechanistic 

model for yield forecasting via estimates of potential yields and the sum of squares. The 

Mirschel et al. (2004) used a plant-physiology based model with the aid of artificial neural 

networks models to predict above-ground biomass.  

The last and the most complex type of crop modelling is the mechanistic approach (or 

process-oriented). This approach uses fundamental mechanisms of plant-soil-atmosphere 

such as photosynthesis, assimilation of CO2, or respiration. These models thoroughly 

describe processes of plant development, light interception, CO2 assimilation, respiration, 

or development of plant organs and their growth with a focus on one or more biophysical 

components. Mechanistic models are able to run the simulation of crop growth and rates 

of plant processes in short time intervals and reflect quick-time changes during the day, 
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such as photosynthetic and transpiration processes related to the radiation and 

temperature conditions. However, such a high level of simulation detailis dearly paid for 

by the required large amount of input data. Primarily, weather condition like minimum 

and maximum temperatures, solar radiation, wind speed, actual water pressure, and 

precipitation are needed, but also parameters of phenological stages of chosen crops or 

soil conditions are required for more accurate measurements. Moreover, the estimations 

of crop growth are related to large uncertainties regarding the spatial variation of soil 

properties, but also meteorological data, management practices, and crop parameters. 

Overall, this level of detail is increasing model complexity, and calculation time of 

software; however development in computer science and programming language are 

offering new possibilities in the level of detail and shortened calculation time (Basso et 

al. 2013; Curnel et al. 2011; Di Paola et al. 2015; Vazquez-Cruz et al. 2010). Despite the 

fact that the mechanistic approach can provide diverse outputs, its main purpose remains 

in crop yield estimation, which can reach different levels of potential, attainable or actual 

yield, as can be seen in Figure 2.  These levels can be distinguished by growth-defining, 

growth-limiting, and growth-reducing factors. The first factors determine potential 

growth and potential volume of production by combining optimum of all-important inputs 

such as the plant parameters, temperature, solar radiation, season, and time of growing. 

Second factors – limiting factors are composed of water and nutrients factors, which are 

important abiotic resources. Limiting factors are reducing potential yield and growth from 

the potential of crops. The third group of factors – reducing attainable yield to actual yield 

by biotic problems such as weeds, diseases or pests; and by abiotic factors such as 

pollutants. Most models can simulate crop growth in the following levels of production: 

potential production; water-limited production, and nutrient-limited production; however 

they can also differ by estimation of the final obtained yield. Some models estimate yield 

according to total above-ground biomass; some models by harvest index and others by 

allocation of assimilated resources during the reproduction phase (van Ittersum & 

Rabbinge 1997; Pohanková 2016). 
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Figure 2. Theoretical production levels. (Source: van Ittersum & Rabbinge 1997) 

Due to the focus of the research on mechanistic crop models, the thesis provides 

knowledge only on this type of model further in the text. The beginning of crop modelling 

dates to the 1960s, when one of the pioneers of agricultural system modelling – physicist 

C.T. de Wit from Wageningen University believed that agricultural systems can be 

modelled by combining physical and biological principles. Another pioneer – chemical 

engineer W. G. Duncan started to design the first crop-specific simulation models for 

corn, cotton, and peanut. After that, many scientists and engineers followed in their 

footsteps and worked on the development of these models. Such a project was a 

development of a production system for increasing cotton production in the year 1969. 

Later, in 1972, the new research program was launched to create a crop model for 

monitoring the production of major crops around the world. The CERES-Wheat and 

CERES-Maize crop models were developed by the research team in Texas, the United 

States of America, and later evolved and transformed into DSSAT suite of crop models. 

Either, Wageningen University was developing the former work of C.T. de Wit and 

trained many agricultural crop modelers, and create several models with different purpose 

like ORYZA rice crop model or the WOFOST. Another model was developed in 

Australia and called APSIM by the first fully funded multidisciplinary crop modelling-
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oriented research group (Jones et al. 2016). Figure 3 shows other models created 

worldwide and their development through the course of time. The STICS model 

developed at French National Institute for Agricultural Research since the year 1996; A 

successor of HERMES model – a processed-based agro-ecosystem model named 

MONICA developed for simulating crop growth and soil processes in Central Europe; 

The Danish model called DAISY used for simulation of water and nitrogen dynamics and 

crop growth in agro-ecosystems and AquaCrop model developed by Food and 

Agriculture Organization (FAO) for lowly detailed input data (Abrahamsen & Hansen, 

2000; Brisson N et al. 2003; Foster et al. 2017; Jin et al. 2018; Specka et al. 2015).  

 

Figure 3. Time development of main crop models. (Source: Jin et al. 2018) 

2.2 The WOFOST 

2.2.1 Introduction to the WOFOST modelling 

The Wofost is the mechanistic model developed at Wageningen University & Research 

that simulates annual crop growth according to specific soil, weather conditions, and crop 

management on the basis of biophysical processes such as phonological development, 

leaf development, and light interception, root growth, CO2 assimilation, transpiration, 

respiration, and distribution (partitioning) of assimilates to the different crop organs 

resulting in biomass production (e.g., total above-ground production – TAGP; total dry 
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weight of storage organs - TWSO). Potential and two levels of attainable (water-limited 

and nutrient-limited) production can be obtained (Figure 2); nevertheless, reducing 

factors such as weeds or pollutants are not taken into account (Boogaard et al. 2014; 

Wageningen University & Research not dated, de Wit et al. 2018). 

The simulation mechanisms used by the WOFOST originate from ‘School of de Wit’, 

which draws the inspiration from the published work of C. T. de Witt on modelling 

photosynthesis of leaf canopies in the year 1965. In the 1960s, computer science has made 

sufficient progress, which allows to start building first simulation models using 

mathematical equations to describe crop behaviour by underlying physiological 

mechanisms. In addition, the need of advisory systems and decision-making tools for 

farmers and policy-makers stimulate further development of simulation models. In the 

Netherlands, At Wageningen University & Research, C.T. Witt and his co-workers have 

started to develop crop growth models, and since then, many crop models have emerged. 

The characteristics of these models were determined by already mentioned production 

levels according to the research goal and aims. Most models of ‘School of de Wit’ have 

similar key characteristics such as dynamic approach, hierarchical approach, state-

variable based model, explanatory model and deterministic model. Photosynthesis of leaf 

canopies has remained the main core of the ‘School of de Wit’ models, and they are all 

photosynthesis-driven. The first significant crop growth simulator was ELCROS 

(ELementary CROp simulator), and its purpose was to explore the potential productions 

levels of crops under various conditions. In the following years, the ELCROS evolved 

into the model, which was able to quantify energy requirements for growth and 

maintenance, but also into the MICROWEATHER model, which provided detailed 

information about crop micrometeorology. The model BACROS was (BAsic CROp 

growth Simulator) was another important step in ‘School of de Wit’. The model was able 

to simulate crop growth and transpiration through the whole season under the potential 

production conditions. Water-limited production was introduced in the next model called 

ARID CROP and used in the Mediterranean region. In the next important stage during 

the years 1980 – 1990, the researchers ‘School of de Wit’ started to focus more towards 

practical application instead of understanding and explaining. In these years, SUCROS, 

WOFOST, MACROS, and ORYZA were presented. While SUCROS (Simple and 

Universal CROp growth Simulator) was still a more research-oriented model, the 
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WOFOST was one of the first application-oriented models. It was derived from 

SUCROS, and emphasis was on practical application. The model itself focuses on yield 

forecasting for regions, impacts of climate change, or inter-annual yield variation. 

Another difference was version control, proper documentation, and open-source code of 

model (Bouman et al. 1996; de Wit et al. 2018). 

2.2.2 The WOFOST simulation processes  

The article – 25 years of the WOFOST cropping systems models (2018) and manuals - 

System description of the WOFOST 6.0 crop simulation model implemented in CGMS. 

Volume 1: Theory and Algorithms (1994) and System description of the WOFOST 7.2 

cropping systems model (2020) present almost all-important simulation processes, which 

were implemented in the WOFOST during the development, and the last version of all 

processes can be seen in Figure 4. Firstly, Phenological development serves as an 

operating mechanism for plant growth. It is expressed by the development stage value, 

which starts at - 0.1 or 0.0 (sowing or crop emergence) and goes through 1.0 (flowering 

or anthesis), and ends at 2.0 (physiological maturity). The phenological development is 

based on the calculation of development increment of a plant is based on daily 

development rate obtained by: 

𝐷𝐷𝐷𝐷𝐷𝐷 =  𝐹𝐹𝑣𝑣∗𝐹𝐹𝑝𝑝∗𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒
𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑟𝑟𝑟𝑟𝑟𝑟

  (2.01) 

Where TSUMreq is temperature sum required to complete stage and go to the next stage, 

while Teff is effective temperature based on difference between the daily average 

temperature and a base temperature below development of plant doesn’t occur. Fv and Fp 

are factors reducing the development due to vernalisation and Photoperiodism (Boogaard 

et al. 2014; Supit et al. 1994; de Wit et al. 2018). 

Secondly and thirdly, the gross CO2 assimilation rate of the canopy is calculated with 

the assistance of the respiration process. This rate is related to radiation energy absorbed 

by the canopy and calculated from incoming radiation and crop leaf area. The daily rate 

of CO2 assimilation of the crop is then determined by the calculated absorbed energy and 

photosynthetic characteristics of a single leave. The growth rate is calculated as follows: 

𝛥𝛥𝛥𝛥 = 𝐶𝐶𝑒𝑒 ∗ (𝐴𝐴 − 𝑅𝑅𝑚𝑚) (2.02) 
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Here, ΔW is growth rate [kg.ha-1.d-1], which is determined from the assimilation rate (A) 

defined by conversion of carbohydrates to biomass. The negative impact on growth rate 

has maintenance respiration rate (Rm), which is defined by the energy needed for the 

maintenance of the already formed biomass. In the conversion process, some of the 

weight is lost due to growth respiration (Ce) (Supit et al. 1994). However, (de Wit et al. 

2018) notes that the WOFOST is able to reduce CO2 assimilation rate by daily minimum 

temperature. During the low temperatures, the assimilates are not able to convert 

themselves to structural biomass, and the assimilation rate decreases and even stops.  

 

Figure 4. Overview of the WOFOST main processes and their relations. (Source: de 

Wit et al. 2018) 

Fourthly, partitioning or distribution of assimilates to different plant organs (e.g., leaves, 

roots, stems, storage organs) is not run separately, but it is related to the actual 

development stage of simulated plant (Figure 4). The different partitioning tables with 
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values describing the distribution of assimilates to the plant organs are selected according 

to the actual development stage of the crop, and increments of dry matters in organs are 

calculated and recorded. Firstly, dry matter is distributed between shoots and roots as 

follows:  

𝛥𝛥𝑊𝑊𝑟𝑟𝑟𝑟 = 𝑝𝑝𝑝𝑝𝑟𝑟𝑟𝑟 ∗ 𝛥𝛥𝛥𝛥 (2.03) 

𝛥𝛥𝑊𝑊𝑠𝑠ℎ = (1 − 𝑝𝑝𝑝𝑝𝑟𝑟𝑟𝑟) ∗ 𝛥𝛥𝛥𝛥 (2.04) 

Where ΔW is dry matter growth rate total crop [kg.ha-1.d-1], ΔWrt is dry matter growth 

rate for roots, ΔWsh is dry matter growth rate to shoots, and pcrt is partitioning factor of 

roots. After this fraction, the growth rate of leaves, stems, and storage organs are 

calculated from dry matter intended for shoots (ΔWsh) as follows:  

𝛥𝛥𝑊𝑊𝑖𝑖 = 𝑝𝑝𝑝𝑝𝑖𝑖 ∗ 𝛥𝛥𝑊𝑊𝑠𝑠ℎ (2.05) 

Where ΔWi is dry matter growth rate of organ i [kg.ha-1.d-1] and pci is partitioning factor 

of organ i and i is calculated organ i.e, leaves, storage organs, or stems. As it has been 

said, the partitioning depends on the development stage, which is projected by pci 

according to the Arbitrary Function GENerator (AFGEN) tables. It should also be noted 

that the partitioning factor of leaves, storage organs, and stems should equal to 1, 

otherwise, simulation will be stopped (Supit et al. 1994; de Wit et al. 2018; de Wit et al. 

2020; Wolf & de Wit 2010).  

Fifthly, leaves, stems, and storage organs are important components of the WOFOST 

processes. While storage organs or stems are not so much important in simulation, and 

there are not so many biophysical processes related to these organs (both organs can 

contribute to the crop photosynthetic active area), the leaves are important organs because 

they can determine light absorption and photosynthesis of the crop. The WOFOST 

simulates the leaf information with a high level of detail according to the temperature and 

by intake of assimilates. While during the early stages is the temperature important factor 

for leaf development, during later stages, leaf area expansion is determined by the intake 

of assimilates. The equation for growth rate in early stage is as follows: 

𝐿𝐿𝐸𝐸𝐸𝐸𝐸𝐸,𝑡𝑡 = 𝐿𝐿𝐿𝐿𝐼𝐼𝑡𝑡 ∗ 𝑅𝑅𝑅𝑅 ∗ 𝑇𝑇𝑒𝑒(2.06) 
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Where LExp,t is growth rate of the leaf area index at time step t; LAIt is leaf area index at 

time step t; RL is a maximum relative increase of Leaf Area Index and it is a function of 

effective temperature; and Te is daily effective temperature. The equation for the later 

growth stage is as follows:  

𝐿𝐿𝑆𝑆𝑆𝑆,𝑡𝑡 = 𝛥𝛥𝑊𝑊𝑊𝑊𝑙𝑙𝑙𝑙 ∗ 𝑆𝑆𝑙𝑙𝑙𝑙(2.07) 

Where LSc,t  is growth rate of the leaf area index at time step t; ΔWnlv is the net dry matter 

growth of leaves at time step t, and Sla is specific leaf area at time step t. The accumulated 

leaf area index at a specific time of growth is then calculated as follows:  

𝐿𝐿𝐿𝐿𝐿𝐿𝑡𝑡 = 𝐿𝐿𝐿𝐿𝐿𝐿𝑡𝑡−1 + L𝑆𝑆𝑆𝑆,𝑡𝑡𝛥𝛥𝛥𝛥 (2.08) 

Where LAIt is leaf area index at specific time, Δt is a time step (Supit et al. 1994; de Wit 

et al. 2018, de Wit et al. 2020). 

Sixthly, the roots are important in the WOFOST processes from the point of view of 

rooting depth and biomass increments. The growth of roots is based on the same 

principles as the growth of other plant organs. The roots absorb a certain amount of the 

net daily assimilates based on the rate of fraction for roots in a specific time. The root’s 

death material formation is driven by the development stage via a relative death rate. This 

factor causes that a certain amount of roots die after the specific development stage. The 

formula for the root growth is as follows: 

𝛥𝛥𝛥𝛥𝛥𝛥 = 𝑅𝑅𝑅𝑅𝑚𝑚𝑚𝑚𝑚𝑚 ∗ 𝛥𝛥𝛥𝛥 (2.09) 

Where ΔRD is the increase of the rooting depth [cm], RRmax is the maximum daily 

increase in rooting depth [cm.d-1], and Δt is a time step [days]. The rooting depth is then 

as follows: 

𝑅𝑅𝑅𝑅𝑡𝑡 = 𝑅𝑅𝑅𝑅𝑡𝑡−1 +  𝛥𝛥𝛥𝛥𝛥𝛥 (2.10) 

Where RDt rooting depth at time step t [cm] (Supit et al. 1994; de Wit et al. 2018, de Wit 

et al. 2020). 

The other important part of the WOFOST processes is transpiration and evaporation. 

The processes of transpiration and evaporation are expressed by the evapotranspiration 

rate of a cropped field ETc: 
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𝐸𝐸𝐸𝐸𝑡𝑡 =  𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚 + 𝐸𝐸𝑠𝑠,𝑚𝑚𝑚𝑚𝑚𝑚 + 𝐸𝐸𝑤𝑤,𝑚𝑚𝑚𝑚𝑚𝑚 (2.11) 

Where Tmax is maximum crop transpiration rate [cm.d-1],  Es,max is maximum evaporation 

of a bare soil [cm.d-1] and Ew,max is maximum evaporation of a water surface [cm.d-1]. ETc 

value defines the need of the crop to compensate water losses due to transpiration by 

water uptake from the soil. The maximum crop transpiration rate is then defined by the 

reference evapotranspiration rate and the crop LAI. The correction factor is also presented 

in the formula because of different crop transpiration rates. The equation is as follows: 

𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚 = 𝐸𝐸𝐸𝐸0 ∗ 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 ∗ (1 − 𝑒𝑒−𝐾𝐾𝑔𝑔𝑔𝑔𝐿𝐿𝐴𝐴𝐼𝐼) (2.12) 

Where ET0 is reference crop evapotranspiration rate [cm.d-1], CFET is crop coefficient 

(correction factor). Kgb is extinction coefficient for global radiation [-], and LAI is leaf 

area index [ha ha-1]. The maximum evaporation of bare soil is calculated as follows:  

𝐸𝐸𝑠𝑠,𝑚𝑚𝑚𝑚𝑚𝑚 = 𝐸𝐸0𝑆𝑆 ∗ 𝑒𝑒−𝐾𝐾𝑔𝑔𝑔𝑔𝐿𝐿𝐿𝐿𝐿𝐿 (2.13) 

Where E0s is potential bare soil evaporation [cm.d-1]. The maximum evaporation of a 

water surface (Ew,max) is this: 

𝐸𝐸𝑤𝑤,𝑚𝑚𝑚𝑚𝑚𝑚 = 𝐸𝐸𝐸𝐸𝑤𝑤 ∗ 𝑒𝑒−𝐾𝐾𝑔𝑔𝑔𝑔𝐿𝐿𝐿𝐿𝐿𝐿(2.14) 

Where E0w is potential evaporation rate from a water surface (Supit et al. 1994; de Wit et 

al. 2018, de Wit et al. 2020). 

The last important part is the soil moisture. The WOFOST is able to simulate the soil 

water balance.  This is important for the assessment of the crop’s capability to replenish 

depleted water from soil moisture. The actual root zone soil moisture can be calculated 

as follows: 

𝜃𝜃𝑡𝑡 =   𝜃𝜃𝑡𝑡−1 + 𝐼𝐼𝐼𝐼𝑢𝑢𝑢𝑢+𝐼𝐼𝐼𝐼𝑙𝑙𝑙𝑙𝑙𝑙−𝑇𝑇𝑎𝑎
𝑅𝑅𝑅𝑅

 𝛥𝛥𝛥𝛥 (2.15) 

Where θt is actual moisture content of the root zone at time step t [cm3.cm-3], INup is rate 

of net influx through the upper root zone boundary, INlow is rate of net influx through the 

lower root zone boundary, Ta is actual transpiration rate of crop [cm.d-1], RD is actual 

rooting depth [cm], Δt is time step [days]. INup and INlow is then calculated as follows: 

𝐼𝐼𝐼𝐼𝑢𝑢𝑢𝑢 = 𝑃𝑃 + 𝐼𝐼𝑒𝑒 − 𝐸𝐸𝑠𝑠 + 𝛿𝛿𝛿𝛿𝑆𝑆𝑡𝑡
𝛥𝛥𝛥𝛥

− 𝑆𝑆𝑆𝑆 (2.16) 
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𝐼𝐼𝐼𝐼𝑙𝑙𝑙𝑙𝑙𝑙 = 𝐶𝐶𝐶𝐶 − 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 (2.17) 

Where P is precipitation rate [cm.d-1], Ie is effective daily irrigation [cm.d-1], Es is soil 

evaporation rate [cm.d-1], δSSt is surface storage [cm], SR is rate of surface runoff [cm], 

CR is rate of capillary rise [cm d-1] and Perc is the percolation rate [cm.d-1] (Supit et al. 

1994; de Wit et al. 2018, de Wit et al. 2020). 

2.2.3 The WOFOST input/output data and calibration 

The input data are an important part for the setup of WOFOST and the whole process of 

simulation. Generally, it can be distinguished according to soil-crop-atmosphere 

interactions on general data, crop data, weather data, timer data, soil data, and nutrients 

data. Several decades of development brought several changes of input parameters; 

however, the basic structure remains the same (Boogaard et al. 2014; van Diepen et al. 

1989).  

The general data provides information about the production level of the crop model. The 

WOFOST contains three scenarios – simulation of potential crop growth, simulation of 

water-limited growth, and simulation of nutrient-limited crop growth. The crop data are 

datasets of parameters and attributes of crops necessary for the simulation of crop growth. 

These datasets can be calibrated for different crops and their varieties according to the 

experimental field data and reviewing the literature. The calibration of the model, in this 

case, means adaptations of parameters or relations according to the environment for a 

good fit between results and measured variables (Boogaard et al. 2014; Kersebaum et al. 

2015; Ma et al. 2013a). The weather data are essential input data and can have a large 

impact on the simulation of crop growth and final yield. Mishra et al. (2015) stated that 

sunshine hours can increase the yield and vice versa, while an increase of maximum 

temperature by 5 °C can reduce the yield forecasting significantly. The set of weather 

data usually comprises maximum and minimum temperatures, rainfall/precipitation, wind 

speed, water vapor pressure, global radiation, and evapotranspiration (van Diepen et al. 

2004; van Goot et al. 2013; Kersebaum et al. 2015). The timer data consist of all critical 

data about the start of simulation, duration, and end of the simulation. The soil and 

nutrients data determine the soil type, hydrological characteristics, and fertility of the soil 

(Boogaard et al. 2014).    



17 
 

 

Figure 5. Variable block and their minimum sums of weighting points required for each 

quality class. (Source: Kersebaum et al. 2015) 

Kersebaum et al. (2015) highlighted the differences in many processes due to spatial and 

temporal variability. The variation in conditions can be significant within small distances, 

and it can increase the uncertainty of simulation over the large areas. That’s why it is 

desired to have high-quality data from experimental field measurements. The quality of 

necessary field experimental measurement can be classified into four classes - “copper”, 

“silver”, “gold” and “platinum. While copper (the lowest) rating criteria represents fair 

quality of observed data and some variety trials, the platinum (the highest) criteria 

suppose high-quality data for model calibration and in-season and end-of-season 

measurements. The necessary input data and requirements of weighting points can be 

seen in Figure 5 (Boote et al. 2016; Kersebaum et al. 2015). 

2.2.4 Python Crop Simulation Environment  

The Python Crop Simulation Environment (PCSE) is a package for a Python 

programming language and is intended as a software architecture for crop simulation 

models. It also contains the tools for processing weather, soil, and crop management data 

and other vital components for the simulation of important biophysical processes. The 

PCSE also contains the LINTUL3 and the WOFOST, already described in the previous 

chapter. The PCSE was created because of development in computer science, which made 
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usage of the WOFOST in FORTRAN programming language outdated (de Wit 2018). 

On the other hand, Python is the important programming language for scientific purposes, 

and it has a better option to integrate it with other different tools (e.g., databases, 

programming environments, websites). It also offers optional scientific and numerical 

libraries (e.g., NumPy, SciPy, Pandas) (Figure 6), and moreover, it was used for many 

environmental modelling (Knox et al. 2018; de Wit 2018; Wohlstadter et al. 2018). 

 

Figure 6. PCSE programming workflow in Visual Studio Code. 

2.2.5  Research activities and practical use of the WOFOST 

The WOFOST crop growth model is used by various research and 

governmental/intergovernmental institutions. The following chapter will describe the 

most significant development and practical utilization of the WOFOST. On the 

governmental/intergovernmental level, the WOFOST is used by the Join Research Centre 

of the European Commission for Monitoring Agriculture with Remote Sensing (MARS) 

in a unit called Mars Crop Yield Forecasting System (MCYFS). The MARS forms a 
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technical and scientific unit for support of European Union agriculture and Food Security 

policies. MCYFS mission is the crop yield forecasting for the staple crops applied in Europe 

and neighbouring countries. This is helpful for the stabilization of the agricultural market and 

preventing fluctuations in prices. The forecasts are published in the so-called MARS 

Bulletins. The main structure of MCYFS (Figure 7) includes several interconnected software 

tools, including Crop Growth Monitoring System (CGMS). The CGMS is based on the 

gridded run of the WOFOST at a large scale. The WOFOST forecasts soft wheat, durum 

wheat, barley, rye, rapeseed, potatoes, and sugar beet. The outputs of the model are used as 

decadal predictors in statistical analysis on the national level (). A similar utilization of the 

WOFOST was implemented in Belgium, China, and Morocco. The Belgian Crop Growth 

Monitoring System provides a forecast for six staple crops on the national and regional level 

with a spatial resolution of 1 km, 5 km, and 10 km. The core of the crop growth modelling is 

built up with the WOFOST supported by remote sensing methods. The China-CGMS is also 

partially driven by crop modelling with the WOFOST reaching an accuracy of 88%. 

However, this system also contains other models – CROPWAT and ORYZA2000. Similar to 

Belgium, Morocco has implemented an adapted, and improved version of CGMS called 

CGMS-MAROC. The Moroccan system is also built up with the use of the WOFOST; 

however, it also uses statistical models based on measurement of NDVI for forecasting the 

cereals (Bernardi et al. 2016). 
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Figure 7. MARS-Crop Yield Forecasting System workflow. (Source: van der Velde et 

al. 2018) 

The following paragraph presents a review of recent literature on the WOFOST crop 

growth modelling. As it was described earlier, the WOFOST crop model can be used for 

crop growth forecasting and biomass (crop yield) estimation. The yield forecasting for 

various crops has been examined by many authors. Wheat, rice, maize seems to be the 

most analyzed crops by the WOFOST according to the Google scholar search results; 

however, the barley, rapeseed, potato, sorghum, millet, sugar beet, sunflower, and other 

crops can be found too (Google Scholar, Not dated). For example, Ceglar et al. (2019) 

were proposed improvements of modelling with increased accuracy of wheat anthesis and 

yield forecasting by examination of calibrated phenological modelling. Hensawang et al. 

(2021) were predicting the rice production in Central Thailand with 16 % discrepancy. 

Eweys et al. (2017) integrated the WOFOST with Noah Land Surface Model in order to 

obtain precise simulations of maize growth resulted in 11 % discrepancy. Concerning the 

other crops, Kulig et al. (2020) performed the crop modelling of potatoes. Wang et al. 

(2018) used the WOFOST for assessing the scope for potato production in China with the 
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conclusion that potatoes have better potential to sustain food security and self-sufficiency 

compared to cereal crops. Spring barley yield was examined by Rötter et al. (2012) in 

Northern and Central Europe by nine crop growth models. They concluded that the 

WOFOST provided the best estimates together with HERMES and MONICA. Gilardelli 

et al. (2016) developed the WOFOST-GTC for simulation of winter rapeseed production 

and oil quality with an accuracy of R2 of 0.86 and 0.78 for above-ground biomass and 

photosynthetic area index. Sayyahi et al. (2020) recently evaluated WOFOST together 

with AquaCrop for simulation of Sugar Beet. They concluded that the simulation of the 

WOFOST was worse than AquaCrop; however, with decent performance. The sunflower 

yield was forecasted in Inner Mongolia, China by Zhu et al. (2018) with the highly 

accurate prediction (RMSE of 56 kg.ha-1) . 

Although the main goal of WOFOST crop modelling is the simulation of crop growth and 

forecasting of yield, the scientific utilization can be quite diverse. The literature review 

shows that the WOFOST can be used for monitoring the climate change impacts, tracking 

the impacts of water or oxygen stresses, revealing the production potentials, using the 

model for assessment of yields in saline soils, and many others. Bassu et al. (2021) 

recently tried to use the WOFOST for the prediction of maize yields in 2041–2060 under 

future climate conditions with resulted in 14 % - 17 % average yield reduction. The 

extreme weather events were analyzed via WOFOST to assess the impact on crop 

production by Gilardelli et al. 2018. It was found that crop yield forecasting on a European 

level is limited in the prediction of climate shock’s impacts on yield formations. The 

authors proposed new modelling solutions for weather extreme situations for increasing 

efficiency. Yan (2015) evaluated the influence of water and oxygen stress on potato yield 

in the Netherlands, concluding that yield reduction could be explained by the water 

limitation; however, the yield reductions cannot be explained properly by oxygen stress. 

The impact of soil salinity on crop yields was described by Zhu et al. (2018) via adjusted 

WOFOST. The authors concluded that the adjusted model is able to reflect environmental 

stresses such as salinity. The nitrogen-limited production crop growth was successfully 

tested by Groenendijk et al. (2016) with SWAP/WOFOST joint model. The cadmium 

stress affecting rice production was assessed by Liu et al. (2015) via an improved 

WOFOST model resulted in a successful method of crop growth simulation under the 

cadmium stress. The WOFOST is very often used jointly with remote sensing techniques; 
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however, since this research addresses this topic, this technique will be more thoroughly 

described in chapter 2.4. 

2.3 Remote Sensing 

Remote sensing has many definitions, but generally, it can be said that it is the acquisition 

of information about an object without the need for direct contact or touch. The history 

of remote sensing starts in the year 1858, when Gaspard-Félix Tournachon (1829-1910) 

acquired the first aerial photo from a balloon in France. Since then, the development of 

remote sensing gone through aerial reconnaissance to launch of first Landsat 1 in the year 

1972. After this year, advances in remote sensing and digital image processing bring new 

possibilities in monitoring Earth’s surface. New possibilities how to monitor the Earth's 

surface through the optical, radar, lidar sensors, and other Unmanned Aerial Vehicle 

(UAV) were revealed with different vegetation indices or polarimetry and interferometry 

(Kasampalis et al. 2017; Cambell et al. 2011).  

Last decade, several missions from the European Copernicus programme were started 

with the goal to monitor the Earth’s surface. Among them, Sentinel-1 and Sentinel-2 

(Figure 8) are important for agricultural monitoring. The Sentinel-1 contains a 

constellation of two satellites with C-band SAR (Synthetic-aperture radar; 5.405 GHz) 

instrument on its board able to obtain data in dual-polarization (Vertical Horizontal [VH] 

+ Vertical Vertical [VV]) with operational modes Interferometric wide-swath mode at 

250 km and 5×20 m resolution; Wave-mode images of 20×20 km and 5×5 m resolution 

(at 100 km intervals); Strip map mode at 80 km swath and 5×5 m resolution; Extra wide-

swath mode of 400 km and 20×40 m resolution. The revisit period is 6 days with two 

satellite platform constellations (ESA Not dated - a; Potin et al. 2016). The Sentinel-2 

satellites are also part of the European Copernicus programme. There are two identical 

satellites providing multi-spectral observations at global coverage of the Earth’s land 

surface. Multispectral imager is able to provide images at 13 spectral bands (443 nm–

2190 nm) with a swath width of 290 km. Spatial resolution is 10 m for 4 visible and near-

infrared bands, 20 m for 6 red-edge/shortwave-infrared bands) and 60 m for 3 

atmospheric correction bands. The revisit period is up to five days. The orbit is polar and 

sun-synchronous at the altitude of 786 km (ESA 2011; ESA Not dated - b; Koetz et al. 

2021; de Kok et al. 2017). 
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Figure 8. Sentinel-1 (left) and Sentinel-2 (right). (Source: Copernicus Not dated - c; 

AIRBUS 2020) 

2.3.1 Optical Vegetation Indices 

One of the most essential activities of optical remote sensing is vegetation monitoring. 

There are lots of indices used for the determination of vegetation cover. Probably the most 

common one is the Normalized Difference Vegetation Index (NDVI) used by many 

ecologists and agriculturalists. Rouse et al. (1974) presented this index in 1974. The 

NDVI estimates green biomass and vegetation cover and is defined as the difference 

between the Near Infrared and Visible bands divided by their sum (Fan & Liu 2016; Fern 

et al. 2018; Rouse et al. 1974; Gao 1996). Other optical vegetations indices include the 

Ratio Vegetation Index (RVI 2), the Difference Vegetation Index (DVI), the 

Perpendicular Vegetation Index (PVI), the Atmospherically Resistant Vegetation Index 

(ARVI), Soil-Adjusted Vegetation Index (SAVI), the Crop Water Stress Index (CWSI), 

the Photochemical Reflectance Index (PRI), the Normalized Difference Water Index 

(NDWI) (Xue & Su 2017; Gao 1996).  

Another important index for measuring vegetation characteristics by remote sensing is 

LAI. The LAI is the ratio of leaf area per ground surface area. The LAI can provide 

important information related to photosynthesis or transpiration and carbon fluxes. It is 

also a good indicator for growth stages of crops and yield estimations (Herrmann et al. 

2011; Kappas & Propastin 2011; Zheng & Moskal 2009). Since the LAI is an essential 

aspect of this work, it is important to provide some development of current research using 

the optical data. A series of recent studies showed that estimation of LAI by optical 

remote sensing can be diverse - from forest monitoring (Tillack et al. 2014) to the 

estimation of LAI for wheat (Li et al. 2018; De Peppo et al. 2021; Afrasiabian et al. 2021), 

maize (Manzane et al. 2018) to grazing pastures (Wang et al. 2019). Cited research 
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suggests that statistics and machine learning methods are commonly used for the 

prediction of LAI. Several other authors also used machine learning for the prediction of 

LAI. For example, Houborg et al. (2018) used random forests (RF) decision trees for 

promising estimation of LAI. Omer et al. (2016) used support vector machines (SVM) 

and artificial neural networks (ANN) for empirical prediction of LAI of Endangered Tree 

Species. The ANN was also used by Bochenek et al. (2017) for the estimation of wheat 

LAI in western Poland. Deep learning was used by Yamaguchi et al. (2021) for the 

analysis of RGB images obtained from Drone’s (Unmanned Aerial Vehicle) optical 

camera for LAI estimation for rice. The pipeline for such a method can be seen in Figure 

9. As can be seen, the labeled RGB images with direct LAI measurements are necessary 

for the Deep learning model setup. Such a model can then predict LAI with the accuracy 

of R2 = 0.963 and RMSE = 0.334. 

 

Figure 9. MARS-Crop Yield Forecasting System workflow. (Source: Yamaguchi et al. 

2021) 

2.3.2 Radar Vegetation Index 

The SAR satellites represent active remote sensing, which is able to transmit energy at 

microwave wavelengths toward the object of interest from beaming instruments and 

measure the reflected energy (backscatter). At the same time, the data acquisition is not 

influenced by cloud cover or daytime. This represents the advantage for monitoring the 

Earth’s surface compared to the optical remote sensing. Therefore, changes in soil and 
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crop conditions in agricultural fields can be observed more frequently. Moreover, SAR 

monitoring can be crucial for various agricultural activities, which are time-fixed (Musa 

et al. 2015; McNairn & Brisco 2004, Kim et al. 2012, Jiao et al. 2014). Kim et al. (2012) 

pointed out that microwave remote sensing has potential to complement the other remote 

sensing methods (e.g., optical) in the monitoring of crops. Many other scientists came to 

a similar conclusion (Malenovský et al. 2012; Fieuzal et al. 2013; Jin et al. 2015; 

Baghdadi et al. 2011). 

The Radar Vegetation Index (RVI) was proposed as an indicator of vegetation growth 

obtainable from co-polarized and cross-polarized backscatter radar signal (Kim & van 

Zyl, 2004; Kim & van Zyl 2009). The RVI estimates the randomness of scattering and 

generally ranges from 0 (smooth bare surfaces) and increases with vegetation content to 

1 (Kim et al. 2014 - b). A number of authors has recognized that strength of backscatter 

is the function of vegetation canopy characteristics and phenological development 

(orientation of the canopy parts, shape and amount of canopy, or dielectric properties) 

and SAR instrument configuration (band, polarization, or incidence angle) (Koppe et al. 

2013; Jiao et al. 2014). Moreover, the backscatter seems to have the most significant and 

relative results in ratios (e.g., HV/VV or HH/VV) (Sánchez et al. 2016; Blaes et al. 2006). 

The ratios were used during the crop classification by Inglada et al. (2016) or Denize et 

al. (2019) but also during the phenological development monitoring (McNairn et al. 2018; 

Wang et al. 2019, Canisius et al. 2018). 

RVI retrieved from different satellites for monitoring crops as an alternative to NDVI was 

examined by Kumar et al. (2013) or Gonenc et al. (2019). Kumar et al. (2013) found out 

that seasonal monitoring of crops by RVI can be effectively used. Moreover, the RVI 

seems to not experience the saturation as NDVI does. Nevertheless, the RVI cannot 

simply replace the NDVI, and more research on establishing the biophysical parameters 

needs to be done. Kim et al. (2012, 2014 - a) examined retrieval of RVI with the use of 

L-, C-, X-band from multifrequency polarimetric scatterometer over the wheat, rice, and 

soybean fields and Huang et al. (2016- b) through the Soil Moisture Active Passive 

(SMAP) mission of the National Aeronautics and Space Administration. Both 

investigations analyzed the RVI results with vegetation water content (VWC), and while 

the scatterometer revealed a perfect correlation between the RVI and VWC (also the fresh 

weight), the SMAP was not so successful, and only a moderate positive correlation was 
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found. In 2012, The ComRAD system measurement (Figure 10) was conducted over the 

maize and soybean fields with the aim to measure RVI and compare it with VWC. A 

correlation of 0.58 (moderate positive correlation) was obtained (Srivastava et al. 2015). 

 

Figure 10. The ComRAD Microwave Instrument System – measuring the RVI. 

(Source: Srivastava et al. 2015) 

A series of recent studies have examined RVI from different perspectives. Haldar et al. 

(2020) found out a potential application of using the truncated equation of RVI for 

estimation of cotton VWC with 30 – 35 % error above 4 kg.m−2 biomasses and 20–25% 

error in lower ranges using the RISAT-1 data. Mustard and wheat phenology was 

examined by Haldar et al. (2021) using Sentinel-1 data and machine learning methods for 

predictions of phenophases. The machine learning model was able to predict the initial to 

medium part of mustard and medium to late part of the wheat-crop cycle. The modified 

RVIs were presented for efficient monitoring of the Earth’s surface. Szigarski et al. (2018) 

was testing the SMAP L-band radar data globally and proposed changes to RVI for the 

obtainment of a normalized value range. The soil scattering would be suppressed by 

subtract of attenuated soil scattering contribution from the measured backscattering 

signals. The RVII and RVIII were proposed with lower dependence on soil roughness 

and soil moisture. Dual Polarization SAR Vegetation Index (DPSVI) was proposed by 
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Periasamy (2018) based on analysing SAR data clouds of backscattering coefficient. A 

positive correlation was obtained between RVIs and VWC or LAI. Another adjusted RVI 

was proposed by Chang et al. (2018) for measuring the shrublands biomass by PALSAR 

full and dual-polarization L-band and Sentinel-1 dual-polarization C-band. The 

polarimetric radar vegetation index (PRVI) was tested and compared to RVI. The biomass 

prediction from PRVI indicates better performance than RVI predictions (RMSE of 0.329 

kg.m-2 vs. 0.439 kg.m-2). Compact polarimetric SAR data were used for a new vegetation 

index called CpRVI by Mandal et al. (2019). The tests proved that CpRVI correlates 

better with Plant Area Index and WVC than RVI. Also, Mandal et al. (2020 - b) 

investigated the use of a Generalized volume scattering model-based Radar Vegetation 

Index (GRVI) for monitoring rice growth at different phenological stages. They found 

out that GRVI outperformed the RVI in the temporal monitoring of crop biophysical 

parameters. In the same year, Mandal et al. (2020 - a) presented the dual-pol Radar 

Vegetation Index (DpRVI) with the aim to utilize the eigenvalue spectrum. The 

subsequent investigation over the canola, soybean, and wheat field showed that the 

DpRVI outperformed compared indices (cross, co-pol ratio, RVI, PRVI, DPSVI) in 

correlation results. The proposed indices were already used in several studies. Pearl 

millet/bajra crop was assessed by Selvaraj et al. (2021) by both polarimetric Radarsat-2 

and dual-polarized Sentinel-1 datasets. DPSVI was modified by dos Santos et al. (2021) 

during the monitoring of tropical regions and used for monitoring of Atlantic Forest 

fragments. DpRVI, PRVI and RVI were appraised with Sentinel-1 (C - band) and ALOS-

2 (L - band) satellite data over the wheat, barley, and mustered fields in Rabi season and 

rice in Kharif season by Yadav et al. (2021). All the used indices show the highest 

correlation and low RMSE at L – band measurement. The DpRVI has the best results for 

the L – band.  

2.4 Assimilation of remotely sensed data 

Data assimilation is a crucial method frequently used for atmosphere, ocean, and land 

surface examination. The combination of observation/measurement and the system’s 

dynamical principles provides a more accurate state of the system than obtained just using 

observation/measurement data or model prediction. In previous years, many deterministic 

models were developed for simulation of environmental processes how it was indicated 

in chapter 2.1.  These models are mathematically describing biophysical processes that 
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govern the functioning of land surfaces, however with some uncertainty (errors; 

heterogeneity). The development of Remote Sensing has allowed monitoring the Earth's 

surface and provides important information on temporal and spatial variability. This 

information can be turned to important biophysical characteristics such as soil moisture, 

leaf area, or evapotranspiration. And although Remote Sensing has lots of limitations, it 

can provide a good source of data for deterministic modelling. Primarily, the advantage 

of spatial variability can be used for improved yield forecasting and crop monitoring. The 

idea of assimilation of remotely sensed data into the crop models is based on repetitive 

screening of earth surface and on simulation of models to provide the best possible 

estimation of surface characteristics. The assimilation methods can have many forms; 

however, there are three main methods of combining remotely sensed data with crop 

models. The first method is an indirect approach of adjustment of crop models by 

remotely sensed data. The second method – forcing method replaces the simulated data 

of crop models by remote sensed data. The third method is using the recalibration method 

to adjust model parameters based on remote sensing data. The basic concept described 

above can be seen in Figure 11 (Kasampalis et al. 2017; Tupin et al. 2014; Zhang & 

Moore 2015). 

 

Figure 11. Schematic for assimilation of remote sensing data into crop models. 

(Source: Pan et al. 2017) 
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Since the remote sensing techniques started to offer more reliable quantifications of 

vegetation canopy or soil properties such as LAI, canopy cover, biomass, 

evapotranspiration, or soil moisture, the crop growth modelers used these estimations for 

crop modelling (Jin et al. 2018). Several previous studies used remote sensing for the 

estimation of canopy state variables and integrated them into the crop models. Bouman 

1995 indicated approaches for integration of remote sensing data to crop models. Fang et 

al. (2008; 2011) used the assimilation method to CERES model for the prediction of 

maize. Then other authors continued with data assimilation methods (de Wit & van 

Diepen CA 2007.; Huang et al. 2015; Jiang et al. 2014). The basic concept of data 

assimilation can be seen in Figure 12. In practice, the dynamic crop growth model, as 

described previously, generally consider vertical column with soil and the vegetation 

canopy level. The model space x gives a vector of variables in a specific location (grid) 

which can differ from the satellite data grid (observation space y) at a specific time. State 

variables (prognostic variables) as soil moisture, temperature, or LAI are principal for 

the system at a specific time and can be corrected via data assimilation. As it was 

described in previous chapters 2.3.1 and 2.3.2, remote sensing can predict these chapters 

from measurements of back-scatter, reflectance, or brightness temperature. Both the 

model of the system and remote sensing observations are uncertain to a certain degree. 

There are several types of uncertainty. Firstly, the uncertainty is linked to the initial 

conditions of a simulated variable. Secondly, the errors originated from forcing variables 

(energy, water and/or carbon balance equations) generally impacting the state variables. 

Thirdly, there are uncertainties related to parameters of dynamic growth model such as 

hydrological parameters. Fourthly, uncertainties rise also from remote sensing 

observations of state variables that originate from errors of measuring instruments. 

Fifthly, the uncertainties in the process of modelling. These uncertainties are needed to 

be expressed by error distribution (mostly by Gaussian form assumption). Then the 

assimilation process can be carried out (Tupin et al. 2014). 
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Figure 12. Main elements of data assimilation. (Source: Tupin et al. 2014) 

Jin et al. 2018 presented main (updating) assimilation methods in crop modelling - 

Kalman Filter (KF), Ensemble Kalman Filter (EnKF), Three-Dimensional Variational 

Data Assimilation (3DVAR), Four-Dimensional Variational Data Assimilation 

(4DVAR), Particle Filter (PF), and Hierarchical Bayesian Method (HBM). While 

3DVAR and 4DVAR were mainly used during the weather forecasting, the EnKF (and 

KF) were successfully used for data assimilation of remote sensing data into crop models. 

Many authors used this method in the past in crop modelling with different purposes 

(Hadria et al. 2006; de Wit & van Diepen 2007; Bolten et al., 2010; Li et al. 2011; Nearing 

et al., 2012; Ines et al. 2013; Chakrabarti et al. 2014, Hu et al. 2018). 

Concerning the WOFOST and EnKF, several studies were performed. De Wit & van 

Diepen (2007) examined the use of EnKF in the WOFOST for crop yield forecast of 

winter wheat and maize in Spain, France, Italy, and Germany for the period 1992–2000. 

66% of winter wheat regions improved the forecasting compared to statics. Only 56 % of 

regions with maize recorded the improvement (probably due to irrigation exclusion from 

the model). Curnel et al. (2011) suggested the potential improvement by assimilation of 

LAI to the WOFOST based upon the Observing System Simulation Experiment (OSSE) 

over the wheat fields. However, this research concluded that EnKF is not suitable for LAI 

data assimilation in the WOFOST due to the increased error of the final yield forecast. In 

the same year, Wu et al. (2011) investigated the possibility of using MODIS-LAI as a 

source for data assimilation into the WOFOST. They concluded that EnKF assimilation 
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method has great potential in regional crop production forecasting. Ma et al. (2013) used 

NDVI timeseries as the data source for assimilation into the WOFOST with partial 

success in the improvement of yield forecasting accuracy. Zhao et al. (2013) also 

examined the use of MODIS-LAI for EnKF data assimilation for simulation of maize 

growth in the WOFOST and found that assimilation improved the accuracy of the model. 

Other MODIS data assimilation was examined by Liu et al. (2014), which adjusted the 

LAI timeseries by Savitzky–Golay filter and assimilated into the WOFOST by EnKF 

resulted in higher accuracy and smaller errors. Huang et al. (2016 - a) used the MODIS 

and Landsat images for the creation of synthetic LAI and assimilated these data to the 

WOFOST by EnKF. The adjusted simulation of wheat with 1-km resolution was 

improved significantly. Two research activities recently examined the use of Sentinel-1 

and Sentinel-2 for data assimilation into the WOFOST. The first one, performed by Zhuo 

et al. (2018, 2019), presented the possibility to adjust the WOFOST by remotely sensed 

soil moisture from SAR and optical sensor by so-called joint assimilation. They presented 

that they are able to decrease the error of simulation significantly. The second one was 

conducted by Pan et al. (2019), which also used a similar approach; however, the LAI 

and soil moisture were correcting the WOFOST model. The results show that simulation 

with joint assimilation of soil moisture and LAI can improve the model better than the 

model using only one of these state variables. Recently, Wu et al. (2020) presented the 

EnKF assimilation of LAI obtained from Sentinel-2 to the WOFOST with a good 

improvement of accuracy.  

To our knowledge, no prior studies have examined the prediction of LAI from RVI data 

derived from Sentinel-1 according to the LAI products obtained from Sentinel-2 imagery. 

There are some potentially open questions about the validity of this approach, and 

therefore it is needed to examine the relation of RVI and optical indices and use them 

during the data assimilation to the crop model. 
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3. Aims of the thesis  

The main objective of the research was to explore the possibilities of assimilation methods 

for the simulation of crop growth with the utilization of synthetic aperture radar data and 

to provide more accurate and reliable quantitative estimates of crop attributes. 

To achieve this objective, the following research activities have been defined as follows: 

• To calibrate crop parameters and the attributes of the crop model; 

• To set up soil and other initial values of crop model; 

• To input weather data into the crop model; 

• To retrieve Leaf Area Index from optical satellites and SAR satellites; 

• To assimilate Leaf Area Index into crop model by different methods; 

• To compare estimations from different simulations using optical or radar data 

with actual results. 
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4. Hypotheses / Research questions  

The research of this thesis was carried out under the certain hypotheses, based on gained 

experience, literature review, and observations obtained during past studies and research.  

4.1 Hypothesis 1  

Assimilation of Synthetic-aperture radar data into the simulation of crop growth can avert 

errors of simulation process and provide smaller errors than the assimilation of optical 

data.  

4.2 Hypothesis 2  

Availability and regularity of Synthetic-aperture radar data can have a positive impact on 

the sequential update method and affect the simulation of crop growth more fluently than 

optical data. 
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5. Methodology 

5.1 Fields and Data 

5.1.1 Research sites 

The Research site can be found in the surroundings of the village of Vendolí in the eastern 

part of Bohemia. The coordinates for the village are 49°44'21.7"N latitude and 

16°25'24.6"E longitude (Figure 13). Research agriculture fields belong to the Vendolí 

agricultural cooperative (ZD Vendolí). The total agricultural area of ZD Vendolí’s 

agricultural fields is 1168 ha. The number of observed fields were 10 fields for the year 

2016, 12 fields for 2017, 11 for 2018, and 19 for 2019 (Figure 14; Table 1). The 

agronomical vegetation season generally starts around end of March and ends in the 

middle of August (154 days). The NASA POWER database was used as a source for 

average meteorological characteristics, with records from 1983 until now (Sparks 2018). 

The precipitation volume during the vegetative period is 354.3 mm, while daily air 

temperature is 14.1 °C with the daily minimum temperature reaching 8.7 °C and the daily 

maximum temperature reaching 19.1 °C. Estimated Penman-Monteith potential 

evapotranspiration from a crop canopy is 0.318 mm per day. The sum of active 

temperatures (more than 10 °C) is, on average, 1957.5 °C (Tůma et al. 2021). 

The landscape is hilly, with an average elevation reaching 497 meters above global mean 

sea level (Baltic) and an average slope of 4.5 %. The soil is generally classified as modal 

cambisols; however, in higher parts, there is the calcareous sandstone. Several areas with 

sloped terrain are heavily eroded. Also, a large number of mineral skeletons (rock 

fragments bigger than 2 mm) can be found on the upper parts of the agricultural fields 

(Tůma et al. 2021). 

The agriculture cooperative uses conventional arable soil tillage technologies based on 

ploughing. The agricultural system can be classified as sustainable with organic and 

mineral fertilization. A minimum of synthetic fertilizers is used according to agronomical 

signaling and predictions. The fertilization phases are regenerative during the formation 

of a crop’s side shoots (tillering), productive during the shoot development, and 

qualitative in time of heading and flowering. The crop rotation system in agricultural 
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cooperate copies systems in the Czech Republic – that is usually based on altering of 

wheat, oilseed rape, barley, maize, peas, and clover crops (Tůma et al. 2021). 

 

Figure 13. Location of the Research area and Relative orbits over the area. (Source: 

Tůma et al. 2021) 

Table 1. Overview of Research area and Satellite images scenes (Source: Tůma et al. 

2021) 

Year 
Total num. 
of Sentinel-

2 images 

Total num. of 
Sentinel-1 

images 

Number of 
observed 

fields 

Total area 
[ha] 

Average yield 
[t.ha-1] 

2016 3 44 10 256.47 6.24 
2017 5 92 12 236.39 8.07 
2018 2 87 11      286.40 7.57 
2019 8 89 19      248.40 6.78 

 

5.1.2 Wheat fields monitoring and measurements 

Wheat and rape seed were monitored in the scope of the research activities, which resulted 

in the scientific paper - The Noise-reduction Potential of Radar Vegetation Index for Crop 
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Management in the Czech Republic (Tůma et al. 2021). However, to achieve the goals of 

this thesis, only wheat monitoring methodology and results were used.  

The wheat field was monitored in 4 vegetation seasons (VS), i.e., 2015/2016, 2016/2017, 

2017/2018, and 2018/2019. However, the main part of the analysis was performed in the 

main vegetation season – from March (BBCH 20 / tillering for cereals / formation of side 

shoots for oilseed rape) to a stage when the phenological phase BBCH 89 begins (usually 

July / Fully ripening). Figure 14 provides delineations of cultivated wheat fields in the 

surroundings of Vendolí. Due to the classical crop rotation system, the wheat was 

cultivated in different locations each season. Table 2, 3, 4, and 5 provide the basis 

information about the wheat cultivation characteristics in the ZD Vendolí. Sowing dates 

range from 26.9.2015 until 11.10.2015 in VS 2015/2016; from 22.9.2016 until 

17.10.2016 in VS 2016/2017; from 28.9.2017 until 16.10.2017 in VS 2017/2018 and from 

19.9.2018 until 27.9.2018 in VS 2018/2019. The utilized varieties also differ each season. 

For VS 2015/2016 were mostly used the varieties of Matchboll and Bohemia, while 

Balitus and Bohemia were mostly used in VE 2016/2017. The VS 2017/2018 mostly 

recorded the Grizzly and Balitus varieties. In the last season – VS 2018/2019 were mostly 

used varieties of Balitus, Elixer, and Bohemia. The wheat fields’ total area was 256.47, 

236.39, 286.4, and 248.4 hectares for vegetation seasons successively. The average yield 

ranged from 5.12 to 7.58 t.ha-1 in VS 2015/2016, while for VS 2016/2017, it was from 

4.82 to 10.97 t.ha-1, for VS 2017/2018 it was from 6.5 to 9.18 t.ha-1 and for VS 2017/2018 

it ranged from 4.0 to 8.68 t.ha-1. 
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Figure 14. Cultivated wheat fields in main vegetation seasons (2015/2016, 2016/2017, 

2017/2018 and 2018/2019) with Field ID 

Table 2. Vegetation season 2015/2016 - Overview of wheat fields; variety; area and 

average yield 

Field 
ID 

Sowing 
date Variety Area 

[ha] 
Avg. yield 

[t.ha-1] 
1 7/10/2015 Matchboll 49.02 5.84 
2 7/10/2015 Matchboll 6.09 5.84 
3 2/10/2015 Bohemia 19.81 5.12 
4 2/10/2015 Bohemia 17.47 6.89 
5 4/10/2015 Bohemia 8.88 6.14 
6 4/10/2015 Bohemia 42.55 6.35 
7 11/10/2015 Matchboll 13.93 5.12 
8 26/9/2015 Johny 24.36 6.63 
9 8/10/2015 Matchboll 31.67 7.58 
10 8/10/2015 Matchboll 42.69 7.36 
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Table 3. Vegetation season 2016/2017 - Overview of wheat fields; variety; area and 

average yield 

Field 
ID 

Sowing 
date Variety Area 

[ha] 
Avg. yield 

[t.ha-1] 
1 25/9/2016 Balitus 35.79 8.13 
2 7/10/2016 Balitus 2.29 4.82 
3 11/10/2016 Bohemia 34.29 8.10 
4 17/10/2016 Balitus 14.86 8.46 
5 17/10/2016 Bohemia 24.69 8.42 
6 7/10/2016 Balitus 6.40 7.76 
7 26/9/2016 Fabius 68.06 8.03 
8 15/10/2016 Bohemia 7.22 7.92 
9 22/9/2016 Balitus 18.98 7.83 
10 15/10/2016 Bohemia 7.84 10.97 
11 8/10/2016 Bohemia 8.77 8.24 
12 8/10/2016 Bohemia 7.20 8.11 

 

Table 4. Vegetation season 2017/2018 - Overview of wheat fields; variety; area and 

average yield 

Field 
ID 

Sowing 
date Variety Area 

[ha] 
Avg. yield 

[t.ha-1] 
1 2/10/2017 Grizzly 12.10 8.33 
2 30/9/2017 Balitus 40.63 8.73 
3 2/10/2017 Grizzly 11.78 7.55 
4 1/10/2017 Balitus 31.67 8.05 
5 28/9/2017 Balitus 21.44 9.18 
6 2/10/2017 Grizzly 26.36 8.33 
7 15/10/2017 Premiant 23.36 6.50 
8 16/10/2017 Sacramento 18.98 6.56 

9 15/10/2017 KWS 
Santiago 11.96 6.50 

10 30/9/2017 Bohemia 79.29 6.71 
11 30/9/2017 Balitus 8.83 6.82 
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Table 5. Vegetation season 2018/2019 - Overview of wheat fields; variety; area and 

average yield 

Field 
ID 

Sowing 
date Variety Area 

[ha] 
Avg. yield 

[t.ha-1] 
1 19/9/2018 Balitus 6.09 5.67 
2 19/9/2018 Balitus 49.54 8.61 
3 20/9/2018 Balitus 37.94 8.54 
4 26/9/2018 Elixer 4.07 6.00 
5 26/9/2018 Elixer 2.29 4.00 
6 23/9/2018 Grizzly 51.92 6.40 
7 27/9/2018 Elixer 7.41 5.38 
8 21/9/2018 Bohemia 24.34 7.60 
9 22/9/2018 Amandus 10.94 6.00 
10 22/9/2018 Bohemia 3.33 7.00 
11 27/9/2018 Elixer 4.48 8.68 
12 21/9/2018 Bohemia 9.89 7.48 
13 21/9/2018 Bohemia 2.49 6.77 
14 26/9/2018 Elixer 0.77 6.40 
15 20/9/2018 Bohemia 17.47 8.59 
16 21/9/2018 Bohemia 7.19 5.26 
17 21/9/2018 Bohemia 4.21 5.26 
18 21/9/2018 Bohemia 1.70 6.77 
19 20/9/2018 Balitus 2.44 8.54 

 

The field measurements were carried out by ZD Vendolí’s agronomist during the 

vegetation season (Figure 15). Data about the sowing, anthesis (flowering), and maturity 

of wheat on monitored fields were of the main interest. However, another phenological 

assessment of wheat canopy was carried out for calibration of the WOFOST crop model 

(Table 10). The values for sowing are displayed in Tables 2, 3, 4, and 5. All other 

phenological phases were recorded by BBCH (Biologische Bundesanstalt, 

Bundessortenamt and Chemical industry). The standard phenological development of 

wheat is following: 

• BBCH 0–19: September 30th - March 31st 

• BBCH 20–29: April 1st - May 1st  

• BBCH 30–59: May 1st - June 15th  

• BBCH 60–89: June 16th – August 8th  

Where 0 is dry seed sowing; 19 is the stage when wheat has 9 or more leaves unfolded; 

20 is the stage when wheat starts to tiller; 29 is the end of tillering. The maximum number 
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of tillers detectable; 30 is the stage when wheat’s stem elongation starts; 59 is the stage 

when a heading is finishing (inflorescence is completed); 60 is the stage when anthesis 

begins, and 89 is the stage when wheat has hard dough (grain hard, difficult to divide with 

thumbnail) (Lancashire et al. 1991). The other phenological assessment were discussed 

with agronomists – the parameters about the maximum relative increase in leaf area index 

(RGRLAI), life span of leaves growing at an average temperature of 35 °C (SPAN) and 

the lower threshold temperature for physiological ageing of leaves (TBASE). All values 

are recorded in Table 10. 

  

Figure 15. Wheat field; year 2017, Field ID - 5 

The wheat yield was measured by a combine harvester New Holland CR9080 equipped 

with a yield monitor and DGPS receiver with EGNOS correction. The accuracy of this 

system is ± 0.1-0.3 m in horizontal and ± 0.2-0.6 m in vertical direction. The yield data 

are recorded every 1 second with synchronized saving to the external memory. Failure on 

external memory caused the data losses in 2017. The yield data were processed by a basic 

statistical method to eliminate the errors of the yield measurement system. The yield data 

sets were then interpolated to kriging maps using experimental variograms. Details about 

yield data processing are more described in Kumhálová et al. (2011). 

5.1.3 Remote sensing data 

The satellites Sentinel-2 and Sentinel-l from the Copernicus program – Europe’s eyes on 

Earth, which is coordinated and managed by the European Commission and intended for 

monitoring environment on the Earth, were used for research (European Commission 

2015). The Sentinel family of satellites of the Copernicus programme provides a very 

large scale of services due to several missions, which are monitoring the earth. While 
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Sentinel-1 is a radar-imaging mission intended for day and night monitoring of land and 

ocean independent of weather, Sentinel-2 is a multispectral high-resolution imaging 

mission for land monitoring with a focus on vegetation imagery or soil and water cover 

and others (ESA 2018).  

Freely accessible Sentinel-2 and Sentinel-l satellite images were obtained from the 

Copernicus Open Access Hub (SciHub) provided by ESA, the Alaska Satellite Facility 

within the Geophysical Institute at the University of Alaska Fairbanks and Collaborative 

Ground Segment - Czech Republic (accessible via https://dhr1.cesnet.cz/#/home). 

Sentinel-1 images were obtained on two platforms – Sentinel-1A and Sentinel-1B. The 

Sentinel-1A data started to be available systematically from 14.04.2016, while Sentinel-

1B data started to be available systematically from 26.09.2016. The initial number of 

downloaded images was 44 for 2016, 92 for 2017, 87 for 2018, and 89 for 2019 (Table 

1); however, during the processing and analysis, 2 images from 2016 and one image from 

2019 were corrupted. All others were used for further analysis. The Sentinel-1 was 

downloaded in the form of Ground Range Detected (GRD). According to the satellite 

imagery metadata, the SAR instrument on the satellite operates at a central frequency of 

5.405 GHz (C-band) and provides Interferometric Wide mode (IW) with dual-

polarization - VH; VV. The spatial resolution of IW images is 5 x 20 m over a 250 km 

wide swath. The area of Vendolí was monitored from 3 Relative orbits (i.e., numerical 

order of Sentinel-1’s 175 orbits per cycle) (Figure 13), namely 124, 73, 22 with 

Descending, Ascending and Descending pass directions. The range of Incidence angle 

was approximately between 30.38 and 45.90 ° for 124, 30.24 and 46.14 ° for 73 and from 

30.24 to 46.18 ° for 22 (Copernicus not dated - b). 

The Sentinel-2 images were also obtained from two platforms – Sentinel-2A and Sentinel-

2B. While the Sentinel-2A was launched 23.06.2015, the Sentinel-2B was launched 

7.3.2017. A number of downloaded images was 3 images for 2016, 5 images for 2017, 2 

images for 2018, and 8 images for the year 2019. The decision was made not to use the 

images with a high percentage of cloud cover as the processing of such images could be 

time-consuming without the possibility to do it semi-automatically or fully automatically. 

The Sentinel-2 images were downloaded in the form of Level-1C (Top-Of-Atmosphere 

reflectances in cartographic geometry) for 2016 images and Level-2A (Bottom-Of-
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Atmosphere reflectances in cartographic geometry) for rest of images. The Sentinel-2’s 

bands and their resolutions can be seen in Table 6.  

Table 6. Sentinel-2 band characteristics – resolution and spectral bands. (Source: ESA 

2015) 

Sentinel-2 Bands Central 
Wavelength (µm) 

Resolution 
(m) 

Band 1 - Coastal aerosol 0.443 60 
Band 2 – Blue 0.490 10 

Band 3 – Green 0.560 10 
Band 4 – Red 0.665 10 

Band 5 - Vegetation Red Edge 0.705 20 
Band 6 - Vegetation Red Edge 0.740 20 
Band 7 - Vegetation Red Edge 0.783 20 

Band 8 – NIR 0.842 10 
Band 8A – Vegetation Red 

Edge 0.865 20 

Band 9 - Water vapour 0.945 60 
Band 10 - SWIR – Cirrus 1.375 60 

Band 11 – SWIR 1.610 20 
Band 12 – SWIR 2.190 20 

 

The scientific paper - The Noise-reduction Potential of Radar Vegetation Index for Crop 

Management in the Czech Republic examined the possibilities to use Radar Vegetation 

Index for monitoring vegetation development by comparison with optical data in the same 

research area, however for time 2015 – 2018. The methodology and goals of the paper 

were overlapping with the methodology and goals of this research, and obtained outcomes 

will be presented later in the text and were used during this research. However, there were 

several different approaches during the research, which will be further described. 

Although the research used the exact same approach for Sentinel-1, the optical data 

involved the use of Landsat 7, 8 satellite images for 2015 and 2016, when Sentinel-2 data 

was not provided or were scarce. From 2017, Sentinel-2 images were already used as the 

only source of optical data (Tůma et al. 2021). Unfortunately, the use of Landsat 7, 8 for 

LAI is not possible by the methods chosen during this research as software contains bugs 

(errors), making it impossible to estimate LAI.  
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5.1.4  Climate data 

The climate data for this study are taken from NASA POWER database. NASA POWER 

is a frequently used source of data for crop growth modelers (Bai et al. 2010; Duarte & 

Sentelhas 2020; Ojeda et al. 2017; Wart et al. 2013; Wart et al. 2015; de Wit et al. 2017; 

Koo 2012). NASA POWER database is service, which provides mean daily values of the 

base meteorological and solar data in timeseries format. The data are the result of weather 

modelling and satellite observation and can successfully and accurately substitute missing 

meteorological data over regions with surface measurement scarcity. The resulting 

weather data are promoted as user-friendly with a possibility to access these data via a 

user-friendly web portal without the necessity to understand large data archives. The 

POWER aggregates three specific components - Surface meteorology and Solar Energy, 

Sustainable Building, and Agroclimatology into one data portal.  

The meteorological data are based on Modern Era Retrospective-Analysis for Research 

and Applications (MERRA-2) assimilation model products and Goddard’s Global 

Modeling and Assimilation Office Forward Processing, while solar based data/parameters 

are based upon satellite observations with subsequent inversion to surface solar insolation 

by NASA’s Global Energy and Water Exchange Project and NASA’s CERES Fast 

Longwave and Shortwave Radiative project. The weather and solar data are distributed 

in spatial resolution of 1.0° latitude by 1.0° longitude for the radiation datasets and ½° 

latitude by ⅝° longitude for the meteorological datasets (POWER Project Team not 

dated). Daily data are available from 1983 to the present. The validation of NASA 

POWER results can be found in valuation of NASA satellite- and assimilation model-

derived long-term daily temperature data over the continental US (White et al. 2008) 

published in Agricultural and Forest Meteorology journal or in Evaluation of NASA 

Satellite- and Model-Derived Weather Data for Simulation of Maize Yield Potential in 

China (Bai et al. 2010) published in Agronomy Journal.  

Desired meteorological and solar radiation variables for crop modelling are presented in 

Table 7. Data for years 2016, 2017, 2018, and 2019 were downloaded from NASA 

POWER by application programming interface (API) via Python Crop Simulation 

Environment (PCSE) for research site’s coordinates, processed by data wrangling (e.g., 

unit change), and prepared for later crop modelling. 
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Table 7. Weather input data for the WOFOST model. (Source: Kraalingen et al. 1997) 

Weather data – name Time period Unit 

Global radiation Daily total kJ.m-2.d-1 

Minimum air temperature Daily minimum °C 

Maximum air temperature Daily maximum °C 

Vapour pressure Daily average kPa 

Wind speed Daily average m.s-1 

Rain/Precipitation Daily total mm.d-1 

5.1.5 Soil data 

Soil data is essential input parameter for crop modelling with WOFOST. It affects the 

water balance by physical soil characteristics. Water retention, hydraulic conductivity, 

and workability are needed for the calculation of water balance on a daily basis. This is 

necessary for the simulation of water-limited growth (see chapter 2.1). However, the 

chemical soil properties are not included in the WOFOST’s soil input data. The European 

Community (EC) is commonly used during the WOFOST modelling and was also chosen 

for this research. EC soil data files are distributed with WOFOST and can be used 

immediately (Boogaard et al. 2014). 

The soil information was obtained from Soilgrids database powered by International Soil 

Reference and Information Centre (ISRIC). Soilgrids is a global digital soil mapping that 

uses machine learning methods to map soil properties. The machine learning was trained 

on data of 230 000 soil observations originated from the World Soil Information Service 

database and environmental covariates based on climate, land cover and terrain 

morphology, and other environmental information. The outcome is a global soil map with 

six layers representing six standard depths ranges with a spatial resolution of 250 m. The 

relevant soil properties for crop modelling were sand content, silt content and clay content 

(ISRIC Not dated; Hengl et al. 2017). 
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All relevant grids over the research site at six depths were observed and recorded. For the 

selection of the soil was use set of rules found in Crop production potential of rural areas 

within the European Communities 111: Soils, Climate, and Administrative Regions by 

Reinds et al. (1992) as follows: 

1. Coarse: more than 65 % sand and less than 18 % clay. 

2. Medium: more than 15 % sand and less than 35 % clay; more than 18 % clay if 

the sand content exceeds 65 %. 

3. Medium fine: less than 15 % sand and less than 35 % clay. 

4. Fine: more than 35 % clay but less than 60 % clay. 

5. Very fine: more than 60 % clay. 

Since the observation and records discovered that all grids for the research area can be 

classified as Medium EC, it was not taken any more steps (e.g., interpolation or 

averaging), and default soil file EC2.soil (Figure 16) was chosen as soil input for crop 

modelling for whole research site area. Since no data were collected/found for the 

maximum soil rootable depth [cm] (RDMSOL), it was made an assumption there are no 

limits for the wheat root system, and a value of 200 cm was set up in EC2.soil. This value 

is not restricting the growth of the wheat roots.  
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Figure 16. The European Community medium soil’s (EC2-medium) parameters. 

5.2 Remote sensing data processing and analysis 

5.2.1 Sentinel-2 data processing and analysis 

The data processing and analysis of 18 Sentinel-2 images started with pre-processing of 

that Sentinel-2 images (year 2016), which were in the format of Level-1C (Top of 

Atmosphere). This pre-processing was done by Sen2cor software applying a scene 

classification, an atmospheric correction, and conversion to Bottom-Of-Atmosphere 

(BOA) reflectance product resulting in Level-2A product. Images from the year 2017, 

2018, and 2019 were already corrected by the provider and freely accessible (Mueller-

Wilm 2020). The pre-processing step also contained resampling of Sentinel-2 products to 

a resolution of 10 meters for all bands (bands characteristics in Table 6). As it was already 

mentioned, pre-processing didn’t involve any cloud masking for LAI estimation analysis. 
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The analysis of Sentinel-2 data used the Biophysical processor (Table 8) implemented 

into the SNAP software. This processor provides the estimates of biophysical variables 

such as LAI, a fraction of absorbed photosynthetically active Radiation, Fraction of 

vegetation cover, Canopy Water Content, or Chlorophyll content in the leaves. These 

indices (outputs) are based upon algorithms, which have been scientifically proven to be 

efficient and have been generated for satellite data from other satellites (e.g., LANDSAT, 

MERIS, SPOT). The neural networks are used in the process of canopy characteristics 

estimation according to the top of canopy reflectances (TOC reflectance) and the 

observational configuration (Weiss & Baret 2016).  

The LAI products were subsequently cropped by SNAP’s subset function to a smaller 

size image containing only the research area with North latitude bound equal to 49.783, 

West longitude bound equal to 16.533, South latitude bound equal to 49.703, and East 

longitude bound equal to 16.261. After that, satellite images were converted from SNAP 

native format to Geographic Tagged Image File Format (GeoTIFF) format. After that, all 

GeoTIFF images were processed in Python programming language with supporting 

libraries (listed in section 5.8). Sentinel-2 GeoTIFF subsets were then converted to 

NumPy (Numerical Python) array, resampled, and interpolated to match Sentinel-1 

coordinates by function scipy.interpolate.griddata with the method of linear interpolation 

in SciPy (Scientific Python)(Virtanen et al. 2020). As the “master” image with points 

(coordinates) at which satellite images were interpolated, was chosen first Sentinel-1 

image in timeseries with date 1.3.2016. After the resampling and interpolation, the LAI 

products were cropped by the Geographic Information System (GIS) shapefiles (see 

delineation in Figure 14) (.shp) delineating wheat fields. In the final step, descriptive 

statistics and figures were created for LAI results.  

From the perspective of Tůma et al. 2021, The optical data analysis was using pre-

processing methods - The atmospheric correction of Fast Line-of-Sight Atmospheric 

Analysis of Hypercubes (FLAASH) for Landsat images with the aim of converting data 

to surface reflectance (Domínguez et al. 2017). A masking algorithm was used to mask 

cloud cover. The NDVI results were then calculated using the standard formula (Table 

8). The bands used for the calculation of NDVI were Bands 3 and 4 in the case of Landsat 

7, bands 4 and 5 in the case of Landsat 8, and Bands 4 and 8 in the case of Sentinel-2. 
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5.2.2 Sentinel-1 data processing and analysis 

The Sentinel-1 data processing started with pre-processing steps, which can be observed 

in Figure 17. The first step, after downloading Sentinel-1 images, was applying cropping 

to reduce the size of the image. The same options were used as for Sentinel-2 described 

above in chapter 5.2.1. After that, applying of Orbit file was done. This pre-processing 

step tries to find more precise orbit files in online databases to provide more accurate 

satellite position and velocity information. The orbit state vectors in the satellite image 

metadata can be updated based on such information. The precise orbit files are generally 

available with some latency after the availability of the Sentinel-1 product. The Thermal 

Noise Removal is a method for correction of GRD products with noise Look-Up Table 

(LUT), particularly in the cross-polarization channel. This method is useful for the 

normalization of a backscatter signal. The next step was dealing with Border Noise 

Removal, which corrects invalid data and removes low intensity noise on Sentinel-1 

imagery borders.  

 

Figure 17. Sentinel-1 Ground Range Detected (GRD) pre-processing and processing 

workflow. (Source: adjusted from Filipponi 2019) 
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The calibration part was the next step for converting values of pixels to radiometrically 

calibrated SAR backscatter. Sigma nought (σ0) backscatter was result of conversion scene 

intensity values and can be described as the conventional measure of the strength of radar 

signals reflected by a distributed scatterer. After the calibration, the Speckle Filtering 

takes place. This method tries to suppress so-called Speckle – granular noise/ interference 

incoming from many elementary scatterers as a result of surface roughness variability. 

Such a procedure can be beneficial for the quality of an image. There are several speckle 

filtering methods (e.g., Boxcar, Gamma Map, Lee, Refined Lee or Lee Sigma). During 

this research, the Lee Sigma filtering was used as it is the default speckle filtering process. 

Parameters were as follows: number of looks 1; window size 7x7; sigma 0.9 and arget 

window size 3x3. The last pre-processing step applies Range Doppler Terrain correction, 

which compensates for the scene distortion caused by side-looking geometry (i.e., 

viewing angle is greater than 0 degrees). After this process, the Sentinel-1 image should 

be close as possible to the real-world visualization with a resolution of 10 meters. All 

these prepossessing steps were done in SNAP software with the help of the Batch 

Processing tool (Copernicus not dated - a; Filipponi 2019; Jurkevich & Lee 1994, Lee 

and Pottier, 2009). The Radar Vegetation Index was calculated directly from pre-

processed images using the band math in SNAP tool and Batch Processing tool for 

automatic processing of products. The formula presented by Charoboneau et al. (2005) 

can be seen in Table 8. Sigma nought with VV polarization and VH cross-polarization 

was used for the calculation of RVI.  

Table 8. Overview of used vegetation indices in this study. (Source: adjusted from 

Tůma et al. 2021) 

Spectral Index Algorithm References 

Normalized Difference 
Vegetation Index (NDVI) (NIR-RED)/(NIR+RED) Rouse et al. 1974 

Radar Vegetation Index (RVI) (4σ⁰VH)/(σ⁰VV+σ⁰VH) Trudel et al. 2012 (based on 
Kim & van Zyl 2009) 

Leaf Area Index (LAI) Neural Network (SNAP 
- Biophysical processor) Weiss & Baret 2016 

NIR = near infrared reflectance; RED = red reflectance; σ⁰ - backscatter coefficient 
(sigma nought); VH – polarization mode Vertical/Horizontal; VV - polarization mode 

Vertical/Vertical 
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RVI products were subsequently converted to GeoTIFF by SNAP. The next analysis was 

done by Python programming language with supporting libraries (listed in section 5.6). 

The first step was an interpolation of RVI products, which were all resampled and 

interpolated, Travis Oliphant, Pearu Peterson, and others) to match coordinates of first 

Sentinel-1 image in timeseries with date 1.3.2016 likewise the Sentinel-2 products 

described in chapter 5.2.1. After that, the application of Savitzky-Golay filter was 

performed. This decision was based on results from Tůma et al. 2021, which describes 

the impact of Relative orbits on RVI development. All these findings are thoroughly 

described in chapter 6.1. The Savitzky-Golay (S–G) filter (Savitzky & Golay 1964; 

Virtanen et al. 2020) was used successfully during several remote sensing analyses (Cai 

et al. 2017, Chen et al. 2004; Huang et al. 2014). The simple methodological approach 

was utilized when the S–G filter was applied on stacked RVI products for every 

vegetation season. The stacking of images was done by NumPy. After that, every array 

was filtered by S–G filter in SciPy, resulting in the adjustment of every single pixel in 

stacked RVI timeseries. The setting of the S–G filter parameters (window length and 

polyorder) were chosen for suppressing the negative impact of Relative orbits (presented 

in Results and Discussion – 6.2). The final step was cropping the scenes by the GIS 

shapefiles of wheat fields. 

From the perspective of Tůma et al. 2021, the RVI results were tested againt estimated 

NDVI values from optical satellite imagery for every field and every date with simple 

linear regression and coefficient of determination by Scikit-Learn and Statsmodels to 

define the relation.  

5.3 Machine learning prediction of Leaf Area Index 

5.3.1 Preparation of data 

The Machine learning methodological part dealt with the prediction of LAI from Sentinel-

1 data. The supervised learning was used for the finding the desired solutions. The 

supervised learning is generally based on sets of features and a set of predictors. Features 

are values of some attribute (data type) and this attribute, while predictors are target 

values. Such training set is used by the Machine learning algorithm to try to find desired 

solution (Géron 2019).  



51 
 

As the features for this research, values of RVIs from Sentine-1were used, while the 

predictors will be the LAIs estimated by SNAP software from Sentinel-2. Since both 

sources of datasets were stored in GeoTIFF after the actions described in chapter 5.2, 

data “wrangling” in python had to be done before the launch of Machine learning. 

The first step dealt with the conversion of RVI and LAI GeoTIFF images to Comma-

separated values (CSV) files according to the date of observation and Field ID. The 

conversion was done in Python and its libraries. 277 csv files were created for LAI 

products, while 3420 files were created for RVI products. The next dealt with the search 

of the closest csv files between the RVI and LAI. This match procedure was based upon 

the Python/Pandas function pandas.merge_asof and dates of observations. The result 

table for the matching dates can be found in chapter 6.4. 277 csv files of LAIs found a 

match in RVI dataset. Matched data were loaded to dataframes, subsequently to flatten 

arrays, and merged. The final dataframe (Figure 18) contained samples with n = 568659. 

The Pearson pairwise correlation coefficient was calculated between the RVI and LAI for 

all data and for every vegetation season (year). In this part of the work, dataframe for 

features (RVI) was also prepared by a similar approach; however without the matching 

and merging with LAI data. The final RVI dataframe contained samples with n = 

10337601. The structure of the dataframe was similar, as can be seen in Figure 18; 

however, without LAI values and with the date of observations for Sentinel-1. 

    

Figure 18. Final structure of dataframe; Tail of data; Shapefile is unique ID for wheat 

field, date of record is date of Sentinel-2 monitoring. 

5.3.2 Random Forest Regression 

The prepared data in the final dataframe were analysed by Supervised machine learning. 

As the method was chosen Random Forrest Regression (RFR). Several papers find 

Random Forrest Regressor successful in estimating biomass or LAI (Li et al. 2020; 

Sibanda et al. 2021; Wang et al. 2016; Zhu et al. 2019). The initial task dealt with finding 

optimal hyperparameters, the so-called Hyperparameter tunning for optimizing 

performance. Hyperparameters need to be set before the training of the model, which will 
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then learn model parameters during the training. Hyperparameters are described by 

Pedregosa et al. (2011) as follows: 

• Number of estimators - The number of trees in the forest. 

• Maximum depth - The maximum depth of the tree.  

• Minimum samples split - The minimum number of samples required to split an 

internal node. 

• Minimum samples leaf - The minimum number of samples required to be at a 

leaf node. 

• Max features - The number of features to consider when looking for the best split 

• Bootstrap - Whether bootstrap samples are used when building trees. If False, the 

whole dataset is used to build each tree (Pedregosa et al. 2011). 

For the first runs, the number of estimators was set up according to Probst et al. (2018) 

(i.e., 500), and other parameters were chosen randomly within the limit described in 

Koehrsen 2018. The first run served for the creation of a Randomized Search frame, as 

can be seen in Table 9. Randomized Search is a method using the cross-validated search 

over hyperparameters settings. However, not all parameters are tested in Randomized 

Search. The only specific number of combinations is sampled. In this research, it was 

used 100 combinations. The random search model with RFR was then performed 

according to the standard conditions. Features (RVI) and predictors (LAI) were split into 

the training set with size 0.7 and the test set with size 0.3; then the model was launched. 

After specific settings of hyperparameters were found (see Results and Discussion - 6.4) 

by Randomized Search, the Grid search with RFR was performed for even more accurate 

hyper parameter settings. Contrary to Randomized Search, the Grid search use exhaustive 

search over the selected options of hyperparameters (Table 9). The final settings of RFR’s 

hyperparameters can be observed in Results and Discussion - 6.4 (Géron 2019; Pedregosa 

et al. 2011).  
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Table 9. Randomized search and Grid search for optimal hyperparameters of the 

Random Forest Regression 

 Randomized search Grid search 

Number of estimators 
[200, 300, 400, 500, 600, 

700, 800] 
[400, 500, 600] 

Max features ['auto', 'sqrt'] ['sqrt'] 

Max depth 

[1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 

11, 12, 13, 14, 15, 16, 17, 

18, 19, 20, None] 

[3, 4, 5, 6, 7] 

Minimum samples split  [2, 5, 10] [ [9, 10, 11] 

Minimum samples leaf [0, 1, 2, 3, 4] [0, 1, 2] 

Bootstrap [True, False] [True] 

 

In the final step, the RFR was launched with S–G filtered data and non-filtered data. The 

accuracy of the model was measured by the coefficient of determination (R2) of the 

prediction. The R2 is defined as follows: 

1 −  𝑢𝑢
𝑣𝑣
 (5.01) 

Where u is the residual sum of squares: 

∑(𝑦𝑦_𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 −  𝑦𝑦_𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝)2 (5.02) 

And v is the total sum of squares: 

∑(𝑦𝑦_𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 −  𝑦𝑦_𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡)2 (5.03) 

The best possible value of the score is 1.0, and it can be negative. The score with a value 

of 0.0 indicates that the model always predicts the expected value of the predictor 

(Pedregosa et al. 2011). Finally, the LAI from RVI (calling it - R-LAI) was predicted 

from the final RVI dataframe for every possible RVI value.  
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5.4 WOFOST - Crop growth modelling 

5.4.1 Calibration and run of crop growth model 

The important part of the research was the calibration of the WOFOST. Since the 

performance of the crop growth model in simulation growth and yield forecasting 

depends on the ability of the model to reproduce impacts of environmental conditions and 

crop parameters (Djaby et al. 2013). The definition of calibration described in Kersebaum 

et al. (2015) understand calibration as the adaptation process of parameters or relations 

of the model according to the measurable (real) background.  

As the type of simulation, the water-limited was chosen (see Figure 2; chapter 2.1). 

Firstly, the initial soil moisture for the chosen research site has been set up according to 

the data about Volumetric soil moisture from Soil moisture gridded data provided by 

Copernicus’ Climate Data Store (CDS, 2021). Secondly, parameters and attributes of the 

simulated crop (wheat) were adjusted according to the field observations in the wheat 

input file. Parameters about phenological development (e.g., maximum relative increase 

in leaf area index) are essential for precise estimation of simulated growth and final yield 

forecasting by the WOFOST. Table 10 shows the crop parameters used for calibration of 

the model (via the creation of wheat variety). Thirdly, the agromanagement settings were 

created. These settings are providing parameters about crop start type, start date, crop end 

date type, maximum duration of simulation, crop, and crop variety. The crop start type 

was set up on sowing, and the crop end type was set up on maturity, maximum duration 

of the simulation was set up on 500 days. The crop was set up to wheat plant type and 

crop variety to variety created previously. The weather data were used data described in 

5.1.2.3 (Djaby et al. 2013). Finally, 52 simulations were performed for sowing dates 

described earlier, and results with crop growth development were saved in excel files for 

later analysis. The results contain daily values for every day of crop growth from the day 

of sowing until the day of maturity. The structure of obtained results can be seen in Table 

11. 
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Table 10. WOFOST’s crop specific parameter values used for calibration. 

Parameter Description Units Value Source 

DLO 
Optimum day length for 

development 
h 20 

Day length in 

anthesis phase 

TSUM1 
Threshold temperature sum from 

emergence to anthesis 
°C 450 

Meteorological 

data 

TSUM2 
Threshold temperature sum from 

anthesis to maturity 
°C 1400 

Meteorological 

data 

RGRLAI 
Maximum relative increase in 

leaf area index 
ha.ha-1.d-1 0.032 

Field 

observation 

SPAN 
Life span of leaves growing at 

an average temperature of 35 °C 
d 20 

Field 

observation 

TBASE 
Lower threshold temperature for 

physiological ageing of leaves 
°C 3.0 

Field 

observation 
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Table 11. WOFOST’s structure of daily outcomes from crop simulation. 

Parameter Variable Units 

Day Day date 

DVS Development stage - 

LAI Leaf Area Index m2.m-2 

TAGP 
Total above-ground production (dead and living plants 

organs) 
kg.ha-1 

TWSO Total weight of storage organs kg.ha-1 

TWLV 
Total dry weight of leaves (dead and living) 

kg.ha-1 

TWST 
Total dry weight of leaves (dead and living) 

kg.ha-1 

TWRT 
Total dry weight of roots (dead and living) 

kg.ha-1 

TRA 
Transpiration rate 

mm.day-1 

RD 
Current rooting depth 

cm 

SM 
Volumetric soil moisture content 

- 

WWLOW 
Total amount of water in the soil profile 

cm 

5.4.2 Assimilation of satellite data to the WOFOST 

The assimilation process started with data wrangling in Python. All R-LAI results from 

2016 to 2019 were separated into files according to the monitored years. Data were then 

grouped according to the shapefile (Field ID) and date. The average R-LAI was calculated 

for every observed field and date.  

The assimilation process of LAI data and R-LAI was done with Ensemble Kalman Filter 

(EnKF). This method has had many utilizations in crop growth modelling (Bai et al. 2019; 

Ma et al. 2013b; de Wit & van Diepen 2007; Zhang et al. 2016). The EnKF uses an 

ensemble of model predictions to provide an estimation of the error values used by the 

Kalman Filter for the updates of model-simulated values by the observation values (Crow 
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& Wood 2003). The calculation of updated LAI from remotely sensed data and simulated 

data will be based upon the following assumptions of a linear Gaussian state-space model 

for discrete time points t=1, 2, 3, … : 

𝑥𝑥𝑡𝑡 = 𝑀𝑀𝑡𝑡 ∗ 𝑥𝑥𝑡𝑡−1𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 + 𝑤𝑤𝑡𝑡 ,    𝑤𝑤𝑡𝑡~𝑁𝑁(0,𝑄𝑄𝑡𝑡) (5.04) 

Where xt is the unobserved (simulated) estimates/state variable of interest, xt-1 is filtering 

distribution of previous time, Mt is covariance matrix of model operator, and wt is model 

error representing model uncertainties. The wt assumes the Gaussian distribution of zero 

mean and the covariance matrix Qt. Given the specific number of ensemble members N, 

the mean value of the ensemble’s state variable is calculated: 

𝑋𝑋𝑡𝑡 =  1
𝑁𝑁
∑ 𝑋𝑋𝑖𝑖,𝑡𝑡 𝑁𝑁
𝑖𝑖=1 (5.05) 

The subsequently, the Ensemble covariance matrix of the ensemble’s simulated state 

variable Pt is calculated as follows: 

𝑃𝑃𝑡𝑡 = 1
𝑁𝑁−1

∑ �𝑥𝑥𝑖𝑖,𝑡𝑡 − 𝑋𝑋𝑡𝑡�(𝑥𝑥𝑖𝑖,𝑡𝑡 − 𝑋𝑋𝑡𝑡)𝑇𝑇𝑁𝑁
𝑖𝑖=1  (5.06) 

A similar step is created for observed estimates/state vector of interest, starting with mean 

of ensemble’s observed state variable: 

𝑏𝑏𝑡𝑡 =  1
𝑁𝑁
∑ 𝑏𝑏𝑖𝑖,𝑡𝑡𝑁𝑁
𝑖𝑖=1  (5.07) 

𝑅𝑅𝑡𝑡 = 1
𝑁𝑁−1

∑ �𝑏𝑏𝑖𝑖,𝑡𝑡 − 𝑏𝑏𝑡𝑡�(𝑏𝑏 − 𝑏𝑏𝑡𝑡)𝑇𝑇𝑁𝑁
𝑖𝑖=1  (5.08) 

Where Rt is the covariance of the observation ensemble. The observation model is 

expressed by the following equation: 

𝑦𝑦𝑡𝑡 = 𝐻𝐻𝑡𝑡 ∗ 𝑥𝑥𝑡𝑡 + 𝑣𝑣𝑡𝑡 ,    𝑣𝑣𝑡𝑡~𝑁𝑁(0,𝑅𝑅𝑡𝑡) (5.09) 

Where Ht is the observation measurement operator matrix. The xt is the state vector, and 

vt is the observation error assuming the Gaussian distribution of zero mean and the 

covariance matrix Rt. The observation data is then assimilated into the model, updating 

the state variable of each ensemble member of simulation by the following equation: 

𝑥𝑥𝑡𝑡𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 =  𝑥𝑥𝑡𝑡 + 𝐾𝐾𝑡𝑡[𝑦𝑦𝑡𝑡 − 𝐻𝐻𝑡𝑡(𝑥𝑥𝑡𝑡)] (5.10) 
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Where Kt is the Kalman gain time at a given time, and it is calculated as follows: 

𝐾𝐾𝑡𝑡 = 𝑃𝑃𝑡𝑡𝐻𝐻𝑡𝑡𝑇𝑇(𝐻𝐻𝑡𝑡𝑃𝑃𝑡𝑡𝐻𝐻𝑇𝑇 + 𝑅𝑅𝑡𝑡)−1 (5.11) 

Where HT is the inverse matrix of H. Given model at time t, the state variable of each 

ensemble is updated by observation data. This process is repeated with all following 

observations same way (Katzfuss et al. 2016; Ma et al. 2013b; Pan et al. 2019). 

As it was already mentioned, the LAI was the state variable for ENKF assimilation. This 

variable needs to be provided with the error of observation. Based on the work of Pan et 

al. (2019), the error of LAI observation was set at 10 %, while the error of R-LAI was set 

at 20 % due to the small accuracy of the RFR model (i.e., 52 %). Then the ensemble size 

was chosen to be n = 50. The initial total crop dry weight (TDWI), initial soil water 

content (WAV), life span of leaves growing at 35 Celsius (SPAN), maximum relative 

increase in LAI (RGRLAI), and the field capacity of the soil (SMFCF) were chosen to be 

initial variables and parameters defining the uncertainties of model. These values were 

chosen according to the discussion with ZD Vendolí’s agronomist and the work of Wang 

et al. 2013. These five parameters were treated as Gaussian random variables with a mean 

equal to a default (calibrated) values and standard deviations setup created from 

information obtained from ZD Vendolí’s agronomist. The EnKF updated the LAI values 

of every ensemble member in LAI or R-LAI observation time. The entire process can be 

seen in Figure 19. The data assimilation process was tested for assimilation of LAI from 

Sentinel-2 and then for assimilation of R-LAI from Sentinel-1. The results are presented 

in chapter 6.6. 
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Figure 19. EnKF data assimilation – general overview. 

5.5 Statistical assessment of crop modelling accuracy 

The root mean square error (RMSE) and the mean absolute error (MAE) were used to 

measure of the simulation’s and EnKF simulation’s accuracy. These two statistical 

metrics are regularly used in model studies. Since both measurements have positive and 

negative characteristics, both were used for the comparison of errors of different data 

assimilation scenarios. While the RMSE is the preferred measure for the performance of 

models and corresponds to the Euclidean norm, the MAE corresponds to the “Manhattan 

norm” (ℓ1). Generally, the RMSE is more sensitive to outliers than the MAE. The data 

assimilation methods in crop modelling are usually using RMSE or MAE for the final 

evaluation. The calculations of the RMSE for n samples is as follows: 

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 = �1
𝑛𝑛
∑ (𝑂𝑂𝑖𝑖 − 𝑆𝑆𝑖𝑖)2𝑛𝑛
𝑖𝑖=1  (5.12) 

Where Oi are observations and Si are predicted values. The MAE is given as: 

𝑀𝑀𝑀𝑀𝑀𝑀 =  1
𝑛𝑛
∑ |𝑂𝑂𝑖𝑖 − 𝑆𝑆𝑖𝑖|𝑛𝑛
𝑖𝑖=1  (5.13) 
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The RMSE and MAE were calculated via Python (and Scikit-learn) between the measured 

yield and crop modelling forecasts, between the measured yield and crop modelling 

forecast using EnKF of LAI, and between the measured yield and crop modelling forecast 

using EnKF of R-LAI (Bai et al. 2019, Chai & Draxler 2014; Cheng et al. 2020; Géron 

2019; Ma et al. 2013, Tripathy & Prusty 2021). 

During the entire data processing and analysis, the auxiliary statistical methods were used, 

mostly descriptive statistics. For these approaches, the pandas and statsmodels were used 

(McKinney 2010; Seabold & Perktold 2010). 

5.6 Software and data processing tools 

The last chapter of methodology summarizes all used software and processing tools, 

which were used during the research.  

The analysis of Remote sensing data was carried out mainly in SNAP software provided 

by the ESA. The software is freely usable, and it provides a sufficient environment for 

both radar and optical imagery data. The software contains an abundance of pre-

processing tools necessary for research such as radiometric correction, reflectance to 

radiance algorithm, terrain correction, or radiometric calibration, but also processing tools 

such as analytical tools for vegetation and soil analysis or classification algorithms. The 

crucial tool for the research was a Biophysical processor for LAI estimation and Band 

math tool for RVI (STEP 2018). The Sen2-Cor software was used for the conversion of 

Sentinel-2 Level-1C images to Sentinel-2 Level-2A products. The ENVI software was 

used for F-mask cloud masking, FLAASH, and calculation of NDVI. For the visualization 

of GIS files or satellite imagery as well ascreation of shapefiles and zonal statistics were 

used QGIS and ArcGIS softwares (Tůma et al. 2021). 

The Python Crop Simulation Environment was applied as a basic environment for crop 

modelling with the WOFOST (more in the Literature review). For the machine learning 

and statistical assessment (i.e., RMSE and MAE), the Scikit-learn library for Python was 

used. The Pandas, SciPy, and NumPy Python’s libraries were used for general data 

wrangling with dataframes or numerical arrays. These libraries also provided some data 

analysis and statistical tools as described earlier. For GIS data manipulation and 

processing, these Python’s libraries were used – GDAL (The Geospatial Data Abstraction 

Library), Geopandas, Rasterio, Rasterstats, Rioxarray, Shapely, and Xarray. For the 
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visualization of figures, the Matplotlib and Altair python libraries were used. The 

HoloViews and Folium were used in some cases of visualization of GIS data. Finally, 

some statistics were computed by statsmodels. 
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6. Results and Discussion 

6.1 NDVI and RVI results 

6.1.1 NDVI results 

The following results were published in Tůma et al. 2021. The results of NDVI for wheat 

calculated are shown in Figure 20 from 2015 to 2018. Since there was a day with cloud 

cover over the monitored fields, some results are missing. The noise in NDVI results was 

probably caused by varying atmospheric conditions and viewing geometries between sun-

surface-sensor, as described in Hoblen and Fraser, 1984; Gutman, 1991; Goward et al., 

1991, and more thoroughly described in Hird and McDermid (2009). The initial values 

varied between 0.25 and 0.85; peak values near 1 and final values ranged between 0.35 

and over 0.9 when maturity begins, with greenness diminishing. The peak values can be 

generally observed in May (before flowering) and less in June, in the grain filling stage. 

Panek and Gozdowski (2020) observed similar values of NDVI for wheat monitoring in 

Central Europe in 2015 and 2016, especially during the maturity phase. There was quite 

high heterogeneity between field values for every year, although 2018 had quite a similar 

development of values over time. The NDVI’s means for the wheat fields were 0.74, 0.69, 

0.76, and 0.77 between the years 2015 and 2018. The Standard deviations for wheat were 

0.14, 0.19, 0.21, and 0.15 between the years 2015 and 2018. 
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Figure 20. Normalized difference vegetation indices for investigated wheat fields 

throughout the 2015 – 2018 growing seasons. (Source: Tůma et al. 2021) 

6.1.2 RVI results 

Figure 22 presents all the results for the Radar Vegetation Index for wheat fields in the 

monitored seasons from 2015 to 2019. These results stand for adjusted Tůma et al. (2021), 

since the observation period needed to be extended for goals crop growth modelling. The 

year 2015 is presented here due to the later presentation of the correlation between NDVI 

and RVI.  

As can be noticed, the RVI data were not influenced by cloud cover, so repeat 

measurements were mostly periodical. The timeseries of RVI seems to be remarkably 

close to the NDVI series and the BBCH scale (Domínguez et al., 2015); however, there 

were several differences. Firstly, the RVI results had significant periodicity in the rapid 

decrease and increased in values (noise) during the development of the growth curve. 

This phenomenon will be more thoroughly described further in the text. Secondly, whilst 

the NDVI values reached maximum values of 1, the RVI values reached results almost 

1.4. Finally, RVI development through time was more gradual as there were more 
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available measurements. It also seems that the spatial distribution of RVI was very 

heterogeneous, as can be seen in Figure 21. This high irregularity is caused by speckle 

effects (graininess), as described in Goodman (1976). It seems that applying Lee Sigma 

provided insufficient outcomes. However, promising speckle filtration was presented by 

Robertson et al. (2020), primarily using the Touzi filter. Figure 21 - b) also reveals that 

Field 7 (see Figure 14 to see Field locations) in the year 2017 changed its area, probably 

due to legislative regulations. The significantly different results can be seen in the 

southeast part of the field. 

Initial RVI values were between 0.08 and 0.7, and peak values were over 1.5. The final 

RVI values ranged between 0.77 and 1.31 when crop maturity began. RVI values 

generally achieved their peak around the end of June and the beginning of July 

(development of fruit). It was also observed that wheat recorded high values in May when 

the grain filling stage took place. Mean RVI values were 0.73, 0.71, 0.65, 0.59 and 0.65 

between the years 2015 and 2019. The standard deviation between years 2015 and 2019 

was 0.26, 0.27, 0.26, 0.25 and 0.22. The results for wheat generally seemed to show a 

similar development as described by Kim et al. (2014) for L-band monitoring; however, 

the values reach higher numbers. A modified approach to how to use RVI for monitoring 

rapeseed and wheat by Sentinel-1 was recently presented by Mandal et al. (2020 - a; 2020 

- c). The tables with descriptive statistics for all filtered and unfiltered RVI products can 

be found in Annex Table II - IX. 
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Figure 21. Radar Vegetation Index visualization of monitored wheat (red) fields and its 

graininess – a) 5.5.2016; b) 3.5.2017; c) 2.5.2018; d) 2.5.2019; Different relative orbits; 

white – high values, black – low values. 
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Figure 22. The average Radar Vegetation Indices for monitored rapeseed and wheat 

fields throughout the 2015 – 2019 vegetation seasons (Source: adjusted from Tůma et 

al. 2021) 

The above-mentioned issues of rapid increase and decrease in RVI, so-called noise, were 

solved by data wrangling and considering metadata from satellite imagery during the 

analysis. The data wrangling output is illustrated in Figure 23. As can be seen, the rapid 

decrease and increase in RVI timeseries can be solved via the selection of Relative orbits 
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and Platform, which will be used. Although Figure 23 shows only the results from Field 

1 and Relative orbit 22, the application of this procedure to other Relative orbits and fields 

provided a similar smoothing of the curve. Such a phenomenon has not yet been described 

in the case of RVI, however Schaufler et al. (2018) recently thoroughly analyzed the 

azimuthal anisotropy of Sentinel-1 from the perspective of azimuth angle, and Gauthier 

et al. (1998) described its sensitivity in agricultural areas from the perspective of 

Incidence Angle. Li et al. (2016) recently suggested promising models for the extraction 

of polarimetric information based on the different anisotropy of polarimetric scattering. 

Considering these articles in the future development and interpretation of RVI timeseries 

could bring more positive outcomes (Tůma et al. 2021). 

  

  

Figure 23. Illustrative timeseries of wheat RVI for field 1 through the vegetation 

seasons of 2015 – 2018. The dash line represents images from all Relative orbits (22; 

73; 124), while the dotted-dash line shows only results from Relative orbit 22. The full 

line considers only Relative orbit 22 for the Sentinel-1 platform A. (Source: Tůma et al. 

2021) 
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6.1.3 Correlation of Radar Vegetation Index with Normalized Difference 

Vegetation Index 

The following results were published in Tůma et al. (2021) and consider RVI for years 

2015 -2018 and shorter vegetation seasons (i.e., from the beginning of July until half of 

July). Simple linear regression was performed between NDVI and RVI, as can be seen in 

Figure 24 and Table 12. The Line of Best Fit and R-squared were used for the given data 

set of wheat and for every single Relative orbit and Platform. As can be seen, the goodness 

of fit slightly increased for Relative orbits 22 and 73. On the other hand, decrease in the 

case of Relative orbit 124. The best regression outcome for the model was 0.387, 

monitored from Relative orbit 73. These changes in correlation can be explained by 

different geographical location or different Relative orbit that can alter the behavior of 

the model due to differences in incidence angles (Gauthier et al., 1998; Shuai et al., 2019). 

A similar comparison of NDVI and RVI (obtained from Radarsat-2) was presented by 

Gonenc et al. (2019) with a correlation result of 0.505; however, without consideration 

of the Relative orbital effect (Tůma et al. 2021). 

 

Figure 24. Scatterplots of RVI and NDVI for wheat with simple Linear regression and 

R-squared. Comparison of all data used, single platform and Relative orbit used. 

(Source: Tůma et al. 2021) 
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Table 12. Linear regression results for NDVI and RVI values of observed wheat fields. 

Different Relative orbit utilization; Platform A. 

Platform/Relative 
orbit 

R-
squared Intercept   Coeff. 

(NDVI) 
1A; All 0.281 0.36 0.752 
1A; 22 0.32 0.295 0.864 
1A; 73 0.387 0.358 0.807 
1A; 124 0.25 0.351 0.58 

 

6.2 Radar Vegetation Index filtering and adjustment 

Based on previous findings of RVI dependence on the platform or Relative orbit, from 

which the imagery is acquired, the decision to use the S–G filter was made. The overall 

results for all wheat fields and all seasons can be seen in Figure 25. As can be seen, the 

development of RVI was smoother as noise caused by different used Relative orbit or 

platform was reduced. The successful settings for window length and polyorder were 33 

and 8. The measurement of filtering accuracy will be described further in the text. 

Although there are differences, the filtered RVI was more resembling the vegetation 

phenology curve (see Annex Figure I, II) than the unfiltered results. While the peak of 

phenological development (e.g., NDVI) in the northern hemisphere occurs in June/July 

turn, the RVI was experiencing two peaks – one in May and one in June/July turn (Chang 

et al. 2013, Griffith et al. 2002). Although the overall phenological development can have 

uncomplicated development as described earlier, the wheat phenological development 

can experience the sudden drop (see Annex Figure III) of NDVI values during the 50 – 

69 BBCH (start of heading – end of flowering) as described in Domínguez et al. (2015). 

A similar decrease experienced Li et al. (2021) when they observed the winter wheat in 

Fucheng County (37°46′–38°02′ N, 116°04′–116°33′ E).  
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Figure 25. Average RVI unfiltered (left) and filtered (right) values (2016 -2019) – 

development through vegetation season; basic interpolation (red line). 
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The Vreugdenhil et al. (2018) found that winter cereals’ (barley and wheat) phenological 

stages and vegetation structure has an impact on Cross-Ratio (VH/VV backscatter). 

Moreover, from the engagement of Random Forest machine learning, it is obvious that 

VH/VV backscatter was a very important variable in the prediction of VWC. 

Harfenmeister et al. (2019) discussed the backscatter variation due to plants development 

and soil moisture. However, Harfenmeister et al. (2019) also explain that the decrease of 

backscatter signal is caused by the increasing development of vegetation, causing the 

higher attenuation of the backscatter. When vegetation development comes to heading, 

then the backscatter starts to be more driven by vegetation and less by soil moisture. To 

some degree, Holtgrave et al. (2020) completed these findings with statements that SAR 

indices cannot be used interchangeably with the optical indices. The findings of 

Harfenmeister et al. (2019) could explain the behavior of the backscatter, however 

probably not the RVI. The difference was that during the BBCH 20–29, the results RVI 

was increasing, while during the same period, Harfenmeister’s measurement was 

decreasing. To some extent, results from period BBCH 30 – 59 also didn’t match 

Harfenmeister’s results. These struggles suggest that more research needs to be done to 

understand the relationships between RVI, Backscatter, Optical indices, and field 

measurements (soil moisture, vegetation canopy development). 
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Figure 26. Histogram for RVI values – year 2019; unfiltered values. 
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Figure 27. Histogram for RVI values – year 2019; unfiltered values. 

The differences between the monthly RVI data structures can be seen in Figures 26 and 

27, depicting monthly histograms for the year 2019. All other years recorded similar 

development. As can be noticed, both figures demonstrate the gradual development of the 

most recorded values. It also seems that filtered results were more bell-shaped, indicating 

the normal distribution. For example, the result for the unfiltered April seemed to be 

skewed to the left, while filtered results for April provided more symmetrical data 

distribution. Resembling practice can be observed in June and July. The example of visual 

difference between unfiltered and filtered Sentinel-1 satellite images can be seen in 

Figure 28, which depicted images for five dates – 3.3.2019, 2.4.2019, 2.5.2019, 1.6.2019, 

and 1.7.2019 for Fields 1, 2, and 3. The difference between the spatial distribution of 

values between filtered and unfiltered datasets was obvious mostly in the later season, 
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while the beginning of the season (i.e., March and April) gathered similar results. The 

mean RVI values for filtered data were 0.71, 0.66, 0.59, and 0.69 between the years 2016 

and 2019. The standard deviation was then – 0.2 0.13, 0.09, and 0.13. The tables with 

descriptive statistics for all filtered and unfiltered RVI products can be found in Annex 

Table II. 
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Figure 28. Comparison of five RVI images from season 2019 (3.3.2019, 2.4.2019, 

2.5.2019, 1.6.2019 and 1.7.2019) before the filtering (left) and after the Savitzky–Golay 

filtering (right); Wheat fields 1, 2, 3. 
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It seems that filtration by S–G filter was not done yet in the case of RVI product; however, 

Soudani et al. (2021) used this method in Potential of C-band Synthetic Aperture Radar 

Sentinel-1 time-series for the monitoring of phenological cycles in a deciduous forest. 

During this research, the Sentinel-1 timeseries of VV/VH were filtered by S–G filter for 

characterization of the seasonal phenological cycles allowing to use of these data as 

phenological metrics. 

6.3 Leaf Area Index estimation from Sentinel-2 

This chapter presents the results of LAI estimation from Sentinel-2 satellite imagery by 

the Biophysical processor from the SNAP software. The results were collected from the 

year 2016 to 2019. Figure 29 visualized the results of the monitored wheat fields for 

every yield. The monitoring used accessible Sentinel-2 satellite imagery without clouds. 

There were 568 659 results if we considered the number of pixels. The number of results 

for 2016 was 96 392, for 2017 it was 171 613, for 2018 it was 62 665, and for 2019 it was 

237 990. Unfortunately, the LAI results were not in such extension how it had been 

intended. It is because of technical difficulties, which arose during the data processing. 

Some data from satellite imagery were corrupted during the processing due to wrong data 

wrangling of Biophysical processor within the data processing of satellite images with 

non-standard shape (e.g., triangular). Still, the number of results was enough to provide 

reasonable outcomes and inputs for the prediction of R-LAI and data assimilations into 

the crop model. 
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Figure 29. Visualization of LAI products (2016 -2019); wheat fields – red delineation; 

a) 27.3.2016, b) 1.4.2017, c) 31.5.2018, d) 1.5.2019. 

Figure 30 depicts the mean LAI values for available results. As can be seen, the general 

curve pattern was, to some point, like NDVI and filtered RVI. The peak values could be 

observed in May. However, the LAI for wheat differed from RVI in the final part of 

phenological development. While RVI was fluctuating in July and June, the LAI values 

are dropping down. Nevertheless, the number of daily observations were much smaller 

with Sentinel-2 than with Sentinel-1, and some substantial development didn’t have to be 

measured. The mean annual values for LAI products were 2.31, 3.71, 4.1 and 3.26 in 2016 

– 2019, and the standard deviation was 0.40, 1.00, 0.81, and 0.88. The maximum LAI 

was recorded on May 18th, 2017, with the value of 7.14. The minimum value was recorded 

on May 18th 2017, and on May 13th 2018 with values of 0. The basic descriptive statistics 

for every LAI product from obtained satellite imagery can be found in Annex Table I. 

Overall dynamics of LAI for three C3 crops (spring barley, winter wheat and oilseed rape) 

was presented by Tripathi AM et al. (2017). Although the measurement was conducted 

only for one research location, their LAI results for wheat are in line with this research 
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showing maximum LAI was around 4.1 for wheat. Similar development of winter wheat’s 

LAI in the Czech Republic was described by Pozníková (2016), which used plant canopy 

analyzer system - SunScan by Delta-T Devices and regularly sampled five spots on 

research experimental field. Nevertheless, comparing the Pozníková’s results with the 

Figure 31 reveals that field measurement by SunScan was providing much higher results 

in this research. This could be caused by the favourable year 2015 or by the errors during 

the measurements. Another measurement of LAI in the Czech Republic was presented by 

Wimmerová et al. (2016) and Tripathi et al. (2018). They also measured the LAI by 

SunScan and found the values, which were broadly in the line with results of this work. 

  

  

Figure 30. LAI development through vegetation season (2016 – 2019); Wheat fields – 

mean; basic interpolation (red line). 
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No research for LAI estimates from satellite imagery was found for conditions of the 

Czech Republic. However, several researchers investigated the possibilities to retrieve 

LAI values for wheat by satellite imagery. In 2017, Bochenek et al. (2017) analyzed the 

LAI ground measurement with vegetation indices, and LAI estimated from Sentinel-2 in 

SNAP software by the Biophysical processor for wheat fields in the Wielkopolska region. 

The results revealed similar values; however, the authors concluded that these values are 

overestimated for most fields. The high error of LAI estimation by SNAP software was 

also found by Pasqualotto et al. (2019), which tried a different approach of LAI estimation 

for durum wheat (and other crops) and compared it with the ground measurements and 

SNAP estimations. Authors estimated R2 = 0.475 and RMSE = 0.91 between the in-situ 

measurement and SNAP estimation.  

 

Figure 31. Histogram – wheat’s LAI [m2.m-2]; vegetation seasons (2016 – 2019). 
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6.4 Leaf Area Index prediction from Sentinel-1 by Machine Learning 

6.4.1 Data composition 

The LAI prediction started with general data wrangling and matching the values of LAI 

with values of RVI. Table 13 presented the results of finding the closest observations 

dates between the RVI and LAI products. Because the number of LAI products was 

smaller, they were so-called masters during the matching, while RVI were so-called 

slaves. For every LAI product were found reasonable RVI observation. As can be seen, 

the longest period between LAI product and RVI observation was 4 days immediately 

during the first match. There was only one match with a latency of 3 days, while the rest 

of the matches had a latency of 0, 1, or 2 days. Since the daily development for wheat 

was relatively small (Maruyama et al. 2010), the potential correlation shouldn’t be 

harmed. 

Table 13. Match tables for finding the closest Sentinel-1 and Sentinel-2 dates of 

observations. 

LAI RVI 
 2016-03-17 2016-03-13 
 2016-03-27 2016-03-25 
 2016-05-23 2016-05-20 
 2017-03-29 2017-03-28 
 2017-04-01 2017-04-01 
 2017-05-11 2017-05-09 
 2017-05-18 2017-05-18 
 2017-05-28 2017-05-27 
 2017-06-20 2017-06-20 
 2018-05-13 2018-05-13 
 2018-05-31 2018-05-31 
 2019-04-01 2019-03-30 
 2019-04-16 2019-04-15 
 2019-04-21 2019-04-21 
 2019-05-01 2019-04-29 
 2019-05-31 2019-05-29 
 2019-06-12 2019-06-10 
 2019-06-30 2019-06-28 
 2019-07-25 2019-07-25 
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Additionally, the research continued with matching values from RVI and LAI products 

(pixel matching) with sample size n = 568 659. The Pearson correlation coefficient was 

calculated for LAI and RVI, resulting in a value of 0.69, which suggests a high degree of 

correlation between variables. The Pearson correlation coefficient was also calculated for 

every year. 2016 gathered almost perfect correlation, then 2017 correlation was 

comparable to overall correlation with value 0.67. The correlation for the year 2018 was 

-0.11, while for 2019 it was 0.49 (moderate correlation). In addition, it was assessed the 

relation between RVI and LAI. Figure 32 demonstrates the data clouds (scatterplots) of 

RVI and LAI values. From these results, it was clear that data that covers the longer period 

of vegetation season provide better correlation results. Such evidence can be seen in the 

year 2017 and 2019. While the year 2017 recorded the data for April, May, and June, 

2019 gathered data for April, May, June, and July.   

Jiao et al. (2009) measured the sensitivity of RADARSAT-2 with ground truth data of 

LAI (Corn and Soybean) in June, July, and August. They found that HV Backscatter 

correlated with ground truth data well. The R-square reached value of 0.92 for the corn 

measurements. The research aimed at the relationship between the backscattering 

coefficient (AIRSAR sensor - fully polarimetric at L- and C-bands) and the biomass (LAI) 

of narrow and broadleaf crops found out that backscattering generally increases for broad 

leaves (sunflower), however, decrease for narrow leaves (wheat) as LAI increase 

(Macelloni et al. 2001). The sensitivity of wheat LAI to backscatter was also tested by 

Fontanelli et al. (2013) with X-band SAR (COSMO-SkyMed and TerraSAR-X). They 

stated that even though the x-band is not the best frequency for monitoring the soil and 

vegetation parameters, a high sensitivity was found between the of the backscatter was 

found out. They confirmed that the decreasing trend of backscatter is related to the 

vegetation growth of narrow-leaf crops (wheat and barley). They also presented that the 

determination coefficients were 0.6 – 0.7 between the LAI and Backscatter. Earlier 

discussed, Vreugdenhil et al. (2018) found that R2 between the backscatter indices and 

LAI is best in the case of linear model and cross-ratio (CR). From the perspective of RVI, 

it seems not many studies were conducted. Nevertheless, Szigarski et al. (2018) analysed 

the RVI for SMAP L-band radar data on global levels and compared results to the 

Moderate Resolution Imaging Spectroradiometer’s (MODIS) VWC and LAI. They found 
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out that the correlation between the LAI and RVI is R2 = 0.56, which suggests a weak, 

however positive, correlation. 

  

  

Figure 32. Scatterplots of annual RVI and LAI values for wheat (2016 – 2019); blue – 

March, green – April, yellow – May, orange – June, red – July. 

6.4.2 Random Forest Regression – results 

The training of the RFR started with testing the right settings of hyperparameters. The 

function of Scikit-learn library the Random Search was tested. The best result for random 

100 combinations was the following: 

• Number of estimators - 500 

• Maximum depth - 5 
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• Minimum samples split - 10 

• Minimum samples leaf - 1 

• Max features - 5 

• Bootstrap – True 

After the Random Search determined the composition of parameters, the Grid Search was 

also tested with use of exhaustive search over the selected options of hyperparameters. 

The final hyperparameters settings were as follows: 

• Number of estimators - 500 

• Maximum depth - 7 

• Minimum samples split - 10 

• Minimum samples leaf - 1 

• Max features – sqrt 

• Bootstrap – True 

So, as can be seen, the Grid Search changed the Maximum depth to 7, and Max features 

were changed to sqrt, which means Square root of n features. The Random Forest was 

then run for filtered data and unfiltered data. Test features (RVI) and test predictors (LAI) 

were set apart with test size = 0.3. As it was already described, The Pearson pairwise 

correlation coefficient for filtered data was 0.69, while for the unfiltered dataset, it was 

0.64.  The accuracy of RFR model was 0.52 for filtered RVI data and 0.51 for unfiltered 

data. The Decision tree for RFR can be found in Annex Figure V. According to the fitted 

model (with filtered RVI data), the prediction of R-LAI for n = 10 337 601 was done. The 

results of predicted R-LAI can be seen in Figure 33 for every single year/vegetation 

season and for every single wheat field. The mean values for R-LAI were 2.96, 2.78, 2.41 

and 2.87 m2.m-2 between 2016 – 2019. The standard deviation was then 1.34, 1.40, 1.36, 

and 1.19 m2.m-2. It is important to highlight that the maximum values were 4.28 m2.m-2  

and minimum values were 0.48 m2.m-2  in every single year. It is likely to be an outcome 

of RFR decision tree. When comparing the R-LAI results to those of LAI described 

earlier, it must be pointed out that general similarity was found. Also, the development of 

R-LAI is some degree similar to the RVI development. Nevertheless, if we compare the 

results of the proposed method with those of the traditional methods, we see that the 

standard development of wheat’s LAI (see Annex Figure IV) is without fluctuation 
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(Yesilkoy et al. 2015; Kumari et al. 2009; Afrasiabian et al. 2021). The irregular shifting 

up and down in R-LAI suggests low correlation during certain parts of the main 

vegetation season (i.e., generally May). On the other hand, the outline and the structure 

of R-LAI curve suggested that S–G filtering could provide a better result (shape) of R-

LAI in the future.  

  

  

Figure 33. Line charts of R-LAI results for years 2016 – 2019 with single wheat field 

development. 

6.5 Wheat – crop growth modelling 

The crop modelling for simulation of wheat growth was done in the WOFOST for the 

period 2015 – 2019. The 52 simulations were performed. The final yield (TWSO) for 

crop growth modelling of wheat can be seen in Figure 34. The yield represents the 

Date

0.0
2.0
4.0
6.0
8.0
0.1
2.1
4.1
6.1
8.1
0.2
2.2
4.2
6.2
8.2
0.3
2.3
4.3
6.3
8.3
0.4
2.4
4.4

R
-L

AI
 [m

2.
m

-2
]

1
2
3
4
5
6
7
8
9
10

Field
R-LAI - 2016

Date

0.0
2.0
4.0
6.0
8.0
0.1
2.1
4.1
6.1
8.1
0.2
2.2
4.2
6.2
8.2
0.3
2.3
4.3
6.3
8.3
0.4
2.4
4.4

R
-L

AI
 [m

2.
m

-2
]

1
2
3
4
5
6
7
8
9
10
11
12

Field
R-LAI - 2017

Date

0.0
2.0
4.0
6.0
8.0
0.1
2.1
4.1
6.1
8.1
0.2
2.2
4.2
6.2
8.2
0.3
2.3
4.3
6.3
8.3
0.4
2.4
4.4

R
-L

AI
 [m

2.
m

-2
]

1
2
3
4
5
6
7
8
9
10
11

Field
R-LAI - 2018

Date

0.0
2.0
4.0
6.0
8.0
0.1
2.1
4.1
6.1
8.1
0.2
2.2
4.2
6.2
8.2
0.3
2.3
4.3
6.3
8.3
0.4
2.4
4.4

R
-L

AI
 [m

2.
m

-2
]

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19

Field
R-LAI - 2019



85 
 

obtainable amount of harvest in tons per hectare after the crop reached maturity. The 

average yield was 11.23, 7.77, 11.25, and 11.70 t.ha-1 in the period 2015/2016 – 

2018/2019. The minimum yield was 6.82 for field ID 3 with the sowing date 11.10.2016. 

The maximum yield was obtained on 26.9.2015 with a value of 12.19. Some of the fields 

have the same results as the major factor influencing the growth was the sowing date. The 

tables with final yield values can be seen further in the text (Table 14, 15, 16, 17; chapter 

6.6.3) for easier comparison of final results. While the RMSE was 4.23 t ha-1, the MAE 

was 3.79 t ha-1. 

As can be noticed, the WOFOST simulation overestimated the TWSO values in most 

cases. For the year 2016, 2018, and 2019, the overestimation was recorded. The only year 

2017 provided the majority of results, which were lower than the ground truth yield. 

These results tie well with previous studies wherein the overestimation is also 

experienced. The Pohanková (2016) tested the use of different models (WOFOST, 

DSSAT, HERMES, DAISY, and AQUACROP and ensemble of models) for the 

simulation of the spring barley and found that WOFOST is overestimating the final yield 

about 1.28 t.ha-1 on average. The quite high overestimation of some yields was also 

experienced by Eitzinger et al. (2004) in the case of winter wheat and spring barley during 

the simulation of soil water content by the WOFOST. The overestimation of WOFOST 

was also noticed by Rötter et al. in the case of spring barley (2012) and by Palosuo et al. 

(2011) in the case of winter wheat.  

One possible explanation of overestimation could be a quite low spatial resolution of 

NASA POWER meteorological data (i.e., 0.5 x 0.625 degree). The NASA POWER 

(MERRA2; see the 5.1.2.3) was tested by several researchers. White et al. (2008) 

provided the evaluation of NASA POWER data with data of 855 individual ground 

stations and found that RMSE is 4.1 °C for daily maximum temperatures and 3.7 °C for 

minimum temperature. The authors stated that the NASA POWER as a promising source 

of data for daily temperatures. Rodrigues & Braga (2021) and Aboelkhair et al. (2019) 

also evaluated the NASA POWER with a similar conclusion like the previous one. The 

MERRA2 also performed well in the evaluation of Reanalysis datasets in several studies 

(Zandler et al. 2020; Arshad et al. 2021). From this standpoint, NASA POWER can be 

considered as a good source of meteorological data. However, Pushpalatha et al. (2021) 

performed the sensitivity analysis of meteorological variables (minimum temperature, 
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maximum temperature, and solar radiation) for WOFOST and found that yield variation 

can be even up to 7.65 % with ±5 %. By similar research, Mishra et al. (2015) proved that 

change in minimum or maximum temperature values can alter the yield by 24 % to 29 %. 

This would indicate that even with relatively small errors within the used meteorological 

data, the yield estimation errors can be quite high. On the other hand, more research needs 

to be done to provide a better understanding of reanalysis datasets’ errors and their 

impacts on crop modelling (in WOFOST). So, it remains unclear to which degree could 

uncertainties in meteorological data influence the provided results.  

The other explanation of overestimation would be a poor calibration of the model. Ceglar 

et al. (2019) demonstrated the importance of model calibration in the case of winter wheat 

for regional modelling. The calibration process, including the sowing date adjustment, 

vernalization, and calibration of phenology, lead to better simulation in the anthesis 

simulation. Kersebaum et al. (2015) described that the model uncertainty increases with 

the size of the area, which is investigated since data for testing and evaluation are not 

usually available. The model calibration of this research was done with field observation 

data describing the standard state variables and fluxes of the research area. One could 

speculate that such calibration can be defined as poor and high-quality field observations 

that should be carried out in future research to decrease the uncertainty during the 

modelling. 

Also, the validation of calibration could be beneficial for the crop modelling. Also, the 

chosen water-limited production could underestimate the decrease of yield due to the 

unconcern of nutrients. The WOFOST can simulate the nutrient-limited production, 

considering the amount of nitrogen, phosphorus, and potassium (NPK). However, these 

data were not collected during the field observations. Also, the NPK module for 

WOFOST is relatively new, and no research outcomes are provided for comparison 

between the water-limited and nutrient-limited production. Kulig et al. (2020) provided 

some outputs, which can partly reveal the impact of model limitation levels on the 

forecasted crop production. They found out that water-limited production provides almost 

40 % lower results than the potential production. Haberle & van Diepen (2001) also found 

that the difference between the water-limited and potential production can be 19% (de 

Wit et al. 2020). 
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Figure 34. Final yield for wheat growth modelling (2015 – 2019). 

The simulated LAIs for wheat in observed vegetation seasons can be seen in Figure 35. 

The average simulated LAI was 0.91, 0.48, 1.17, and 2.56 m2.m-2 between the seasons 

2015/2016 – 2018/2019. The standard deviation was 1.34, 0.70, 1.93, and 2.1 m2.m-2. The 

maximum LAI was obtained in season 2018/2019 with the value of 7.11. While the first 

three seasons seem to be providing a reasonable estimate of LAI, the LAI for season 

2018/2019 is very likely overestimated (Afrasiabian et al. 2021; Kumari et al. 2009; 

Palosuo et al. 2011; Yesilkoy et al. 2015). The Boogaard et al. (2013) presented the 

maximum LAI in Europe in 1990 – 2006 for autumn-sown wheat and found that wheat 

with LAI values can be found generally in the northern Europe, while Czechia’s 

maximum potential was around 5 – 6 m2.m-2. Another uncertain finding was that 

vegetation season 2018/2019, which has unlikely development of LAI through the first 

part of vegetation season (i.e., October, December, February, and April). This is 
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particularly important when investigating the maximum LAI in this season. The author 

of this study speculated that such a high LA value just might be due to the steep 

development of LAI (Afrasiabian et al. 2021; Kumari et al. 2009; Pohanková 2016; 

Yesilkoy et al. 2015). 

  

  

Figure 35. LAI development, simulation of WOFOST (2015 – 2019) 

6.6 Assimilation of satellite data into the crop model 

6.6.1 Ensemble Kalman Filter – Sentinel-2’s Leaf Area Index assimilation  

Firstly, the WOFOST model was launched for simulations of wheat growth on 52 fields 

with EnKF data assimilation of LAI obtained from Sentinel-2. The Ensemble size was n 

= 50, so 2600 simulations were performed. The ensemble simulation was performed 
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according to the uncertainty described in 5.4.2. The Annex - Fig. V. provides an overview 

of Gaussian random variables results, which determine the development of the ensemble 

model.  

The process of ensemble simulations is depicted in Figure 36. Due to the number of 

simulations and the number of the fields, the only results for Field ID 1 are depicted. It 

can also be mentioned that some planned observations were not used due to technical 

errors described earlier in 6.3. As can one notice, the Gaussian random variables changed 

the LAI development through the vegetation season. The satellite observations of LAI 

then adjusted the development of the entire ensemble by Kalman filter. Careful 

observations reveal that EnKF changed the development of LAI significantly. Such 

change can be seen during the vegetation season 2018/2019 in May, where a drop of 

simulated LAI was caused by three consequent observations. The average of the ensemble 

is then considered as the main result. The average simulated LAI was 1.43, 0.96, 1.12, 

and 2.71 between the seasons 2015/2016 – 2018/2019. The standard deviation was 0.13, 

0.24, 0.24 and 0.52 m2.m-2. The maximum LAI was measured with values of 2.78 m2.m-

2 (sowing date 21.9.2018). The yield results after the performed simulation for every 

vegetation season can be seen in Figure 37 and in Table 14, 15, 16, and 17. The average 

yield was 11.42, 9.41, 10.31, and 9.88 t ha-1 for monitored seasons 2015/2016 – 

2018/2019. The maximum obtained yield was 11.45 t ha-1 for several sowing dates in the 

year 2016, and the minimum yield was 9.21 t ha-1 obtained on sowing date 7.10.2016. 

The RMSE and MAE were 3.44 t ha-1 and 3.17 ha-1 for yield forecasting, respectively. 

The final comparison and discussion of results are presented in chapter 6.6.3.  
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Figure 36. LAI development, Wheat field ID 1; Model Ensemble (transparent lines), 

Model Ensemble Mean (red line), LAI observations from Sentinel-2 with 10 % error 

(black circles). 

 

 

 

 

 

 

day

0.0

5.0

0.1

5.1

0.2

5.2

0.3

5.3

0.4

5.4

0.5

5.5

0.6

5.6
LA

I [
m

2.
m

-2
]

LAI_1
LAI_10
LAI_11
LAI_12
LAI_13
LAI_14
LAI_15
LAI_16
LAI_17
LAI_18
LAI_19
LAI_2
LAI_20
LAI_21
LAI_22
LAI_23
LAI_24
LAI_25
LAI_26
LAI_27
LAI_28
LAI_29
LAI_3
LAI_30
LAI_31
LAI_32
LAI_33
LAI_34
LAI_35
…21 entries

variable

LAI - S2; Field - 1; 2015/2016

day

0.0

5.0

0.1

5.1

0.2

5.2

0.3

5.3

0.4

5.4

0.5

5.5

0.6

LA
I [

m
2.

m
-2

]

LAI_1
LAI_10
LAI_11
LAI_12
LAI_13
LAI_14
LAI_15
LAI_16
LAI_17
LAI_18
LAI_19
LAI_2
LAI_20
LAI_21
LAI_22
LAI_23
LAI_24
LAI_25
LAI_26
LAI_27
LAI_28
LAI_29
LAI_3
LAI_30
LAI_31
LAI_32
LAI_33
LAI_34
LAI_35
…21 entries

variable

LAI - S2; Field - 1; 2016/2017

day

0.0

5.0

0.1

5.1

0.2

5.2

0.3

5.3

0.4

5.4

0.5

5.5

0.6

5.6

0.7

LA
I [

m
2.

m
-2

]

LAI_1
LAI_10
LAI_11
LAI_12
LAI_13
LAI_14
LAI_15
LAI_16
LAI_17
LAI_18
LAI_19
LAI_2
LAI_20
LAI_21
LAI_22
LAI_23
LAI_24
LAI_25
LAI_26
LAI_27
LAI_28
LAI_29
LAI_3
LAI_30
LAI_31
LAI_32
LAI_33
LAI_34
LAI_35
…21 entries

variable

LAI - S2; Field - 1; 2017/2018

day

0.0

5.0

0.1

5.1

0.2

5.2

0.3

5.3

0.4

5.4

0.5

5.5

0.6

5.6

0.7

LA
I [

m
2.

m
-2

]
LAI_1
LAI_10
LAI_11
LAI_12
LAI_13
LAI_14
LAI_15
LAI_16
LAI_17
LAI_18
LAI_19
LAI_2
LAI_20
LAI_21
LAI_22
LAI_23
LAI_24
LAI_25
LAI_26
LAI_27
LAI_28
LAI_29
LAI_3
LAI_30
LAI_31
LAI_32
LAI_33
LAI_34
LAI_35
…21 entries

variable

LAI - S2; Field - 1; 2018/2019



91 
 

  

  

Figure 37. Final yield for wheat growth modelling after the LAI data assimilation from 

Sentinel-2 (2015 – 2019). 
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6.6.2 Ensemble Kalman Filter – Sentinel-1’s Leaf Area Index assimilation  

Secondly, the WOFOST model performed 2600 simulations, similarly as discussed in 

6.6.1, however with EnKF data assimilation of R-LAI obtained from Sentinel-1. The 

modes used the same uncertainty as previous data assimilation. Annex - Fig. V.  provides 

an overview of Gaussian random variables results.  

The Sentinel-1 EnKF simulation can be seen in Figure 38. Due to the number of 

simulations and the number of fields, the only results for Field ID 1 are depicted. 

Compared to the previous assimilation, much more observations were used for adjustment 

of LAI. The ensemble model changed the simulation in exactly the same way as in 

previous data assimilation. The predicted R-LAI from Sentinel-1 then adjusted the 

development of the entire model ensemble by Kalman filter. As can be seen, the R-LAI 

observations changed the simulated LAI in every possible match. Comparing S1 

assimilation to EnKF, , it seems that changes were fluent as the number of observations 

was significantly larger. The sudden drops were not observed during the simulation. 

Nevertheless, it seems that some simulations (e.g., 2016/2017, 2018/2019) went through 

the sudden increase of LAI values in June/July (time of maturity) after the development 

already (almost) reached zero value. It is evident that this phenomenon is caused by the 

rising R-LAI at the end of phenological development. The average of the ensemble is 

then considered as the main result. The average simulated LAI was 1.47, 1.14, 1.29, and 

2.05 m2.m-2 between the seasons 2015/2016 – 2018/2019. The standard deviation was 

0.12, 0.20, 0.21 and 0.33. The maximum LAI was measured with values of 2.61 m2.m-2  

(sowing date 27.9.2018). The yield results after the performed simulation for every 

vegetation season can be seen in Figure 39 and in Table 14, 15, 16, and 17. The average 

yield was 11.44, 9.70, 10.35, and 10.35 t.ha-1 for monitored seasons 2015/2016 – 

2018/2019. The maximum obtained yield was 11.47 t.ha-1 for several sowing dates in the 

year 2016, and the minimum yield was 9.43 t.ha-1 obtained on sowing date 17.10.2016. 

The RMSE and MAE were 3.66 t.ha-1 and 3.31 t.ha-1 for yield forecasting, respectively. 

The final comparison and discussion of results are presented in chapter 6.6.3. 
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Figure 38. LAI development, Wheat field ID 1; Model Ensemble (transparent lines), 

Model Ensemble Mean (red line), LAI observations from Sentinel-1 with 20 % error 

(black circles). 
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Figure 39. Final yield for wheat growth modelling after the LAI data assimilation from 

Sentinel-1 (2015 – 2019). 
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6.6.3 Final evaluation and discussion of data assimilation methods 

The final part deals with the comparison of simulated (forecasted) results for crop 

modelling only, crop modelling with EnKF data assimilation of LAI derived from 

Sentinel-2 (EnKF S2 modelling), and crop modelling with EnKF data assimilation of LAI 

derived from Sentinel-1 (EnKF S1 modelling). Tables 14, 15, 16, and 17 provide the 

comparison of different simulations.  

Results for the year 2016 recorded a very large overestimation for crop modelling, EnKF 

S2 modelling, and EnKF S1 modelling. The percentage change ranged from 42.18 % to 

106 % increase for crop modelling. The EnKF S2 modelling percentage change ranged 

from 50.64 % up to a 122.82 % increase. The EnKF S1 modelling for the year 2016 

provided the percentage change ranges from 50.93 % - 123.61 %. Considering the only 

year 2016, the RMSE and MAE were 5.03 and 4.94 t.ha-1 for crop modelling, 5.19 t.ha-1 

and 5.13 t.ha-1 for EnKF S2 modelling, and 5.22 ha-1 and 5.15 t.ha-1 EnKF S1 modelling. 

The year 2017 provided more promising results than the year 2016 for crop modelling, 

however, the EnKF was not able to increase the accuracy of modelling. The percentage 

change ranged from -35.80 % decrease to 51.19 % increase for crop modelling. The EnKF 

S2 modelling changed the forecasting, and the percentage changes range from -14.04 % 

decreased up to   91.41 % increase. The EnKF S1 modelling for the year 2016 recorded 

the percentage change ranges from -12.45 decrease – 108 % increase. The RMSE and 

MAE was 1.57 and 1.14 t.ha-1 for crop modelling, 1.84 t.ha-1 and 1.60 t.ha-1 for EnKF S2 

modelling and 2.14 t.ha-1and 1.86 t.ha-1 EnKF S1 modelling. 

The outputs for the year 2018 provide overestimation for modelling; nevertheless both 

EnKF methods were able to increase the accuracy of modelling and decrease the 

uncertainty. The percentage change ranges from 25.20 % to 71.14 % increase for crop 

modelling. The EnKF S2 modelling altered the forecasting and the percentage changes 

ranged from 13.49 % decrease up to 58.34 % increase. The EnKF S1 modelling gathered 

the percentage change ranged from 13.10 % – 59.38 % increase. The RMSE and MAE 

was 3.76 and 3.68 t.ha-1 for crop modelling, 2.87 t.ha-1 and 2.73 t.ha-1 for EnKF S2 

modelling and 2.93 t.ha-1 and 2.78 t.ha-1 EnKF S1 modelling. 

At last, the results for the year 2019 provide a similarly large overestimation for modelling 

as the year 2016. However, both EnKF methods were able to decrease the error of the 
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model. The percentage change ranged from 35.16 % to 193.69 % increase for crop 

modelling. The percentage changes ranged from 12.05 % up to 139.99 % increase for the 

EnKF S2 modelling. The EnKF S1 modelling recorded the percentage change ranged 

from 19.63 % – 159.20 % increase. The RMSE and MAE was 5.10 and 4.92 t.ha-1 for 

crop modelling, 3.36 t.ha-1 and 3.09 t.ha-1 for EnKF S2 modelling and 3.81 t.ha-1 and 3.56 

t.ha-1 EnKF S1 modelling. 

Table 14. 2016 - Comparison of observed yield, crop modelling and crop modelling 

with EnKF assimilation methods. 

Field_ID Sowing 
date 

Yield 
[t.ha-1] 

Crop 
modelling 

[t.ha-1] 

ENKF S2 
modelling 

[t.ha-1] 

ENKF S1 
modelling 

[t.ha-1] 
1 7/10/2015 5.84 11.00 11.38 11.40 
2 7/10/2015 5.84 11.00 11.38 11.40 
3 2/10/2015 5.12 11.59 11.42 11.45 
4 2/10/2015 6.89 11.59 11.45 11.47 
5 4/10/2015 6.14 11.38 11.45 11.47 
6 4/10/2015 6.35 11.38 11.45 11.47 
7 11/10/2015 5.12 10.59 11.41 11.43 
8 26/9/2015 6.63 12.19 11.43 11.45 
9 8/10/2015 7.58 10.78 11.42 11.44 
10 8/10/2015 7.36 10.78 11.41 11.43 

 

Table 15. 2017 - Comparison of observed yield, crop modelling and crop modelling 

with EnKF assimilation methods. 

Field_ID Sowing 
date 

Yield 
[t.ha-1] 

Crop 
modelling 

[t.ha-1] 

ENKF S2 
modelling 

[t.ha-1] 

ENKF S1 
modelling 

[t.ha-1] 
1 25/9/2016 8.13 8.55 10.20 10.41 
2 7/10/2016 4.82 7.29 9.23 10.03 
3 11/10/2016 8.10 6.82 9.41 9.87 
4 17/10/2016 8.46 8.30 9.30 9.59 
5 17/10/2016 8.42 8.30 9.22 9.43 
6 7/10/2016 7.76 7.29 9.21 9.47 
7 26/9/2016 8.03 8.44 9.34 9.60 
8 15/10/2016 7.92 7.04 9.31 9.55 
9 22/9/2016 7.83 9.68 9.42 9.64 
10 15/10/2016 10.97 7.04 9.43 9.60 
11 8/10/2016 8.24 7.27 9.42 9.63 
12 8/10/2016 8.11 7.27 9.44 9.63 
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Table 16. 2018 - Comparison of observed yield, crop modelling and crop modelling 

with EnKF assimilation methods. 

Field_ID Sowing 
date 

Yield 
[t.ha-1] 

Crop 
modelling 

[t.ha-1] 

ENKF S2 
modelling 

[t.ha-1] 

ENKF S1 
modelling 

[t.ha-1] 
1 2/10/2017 8.33 11.46 10.39 10.29 
2 30/9/2017 8.73 11.48 10.42 10.36 
3 2/10/2017 7.55 11.46 10.41 10.37 
4 1/10/2017 8.05 11.47 10.41 10.39 
5 28/9/2017 9.18 11.49 10.42 10.38 
6 2/10/2017 8.33 11.46 10.41 10.37 
7 15/10/2017 6.50 10.68 10.29 10.36 
8 16/10/2017 6.56 10.60 10.18 10.32 
9 15/10/2017 6.50 10.68 10.12 10.30 
10 30/9/2017 6.71 11.48 10.15 10.32 
11 30/9/2017 6.82 11.48 10.18 10.34 

 

Table 17. 2019 - Comparison of observed yield, crop modelling and crop modelling 

with EnKF assimilation methods. 

Field_ID Sowing 
date 

Yield 
[t.ha-1] 

Crop 
modelling 

[t.ha-1] 

ENKF S2 
modelling 

[t.ha-1] 

ENKF S1 
modelling 

[t.ha-1] 
1 19/9/2018 5.67 11.67 10.39 10.36 
2 19/9/2018 8.61 11.67 10.41 10.36 
3 20/9/2018 8.54 11.66 10.40 10.37 
4 26/9/2018 6.00 11.75 10.32 10.32 
5 26/9/2018 4.00 11.75 9.60 10.37 
6 23/9/2018 6.40 11.74 9.64 10.34 
7 27/9/2018 5.38 11.73 9.62 10.38 
8 21/9/2018 7.60 11.69 9.71 10.39 
9 22/9/2018 6.00 11.72 9.63 10.37 
10 22/9/2018 7.00 11.72 9.71 10.37 
11 27/9/2018 8.68 11.73 9.73 10.38 
12 21/9/2018 7.48 11.69 9.77 10.36 
13 21/9/2018 6.77 11.69 9.82 10.32 
14 26/9/2018 6.40 11.75 9.78 10.33 
15 20/9/2018 8.59 11.66 9.82 10.33 
16 21/9/2018 5.26 11.69 9.80 10.31 
17 21/9/2018 5.26 11.69 9.83 10.31 
18 21/9/2018 6.77 11.69 9.87 10.30 
19 20/9/2018 8.54 11.66 9.89 10.30 
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The overall assessment of crop modelling and crop modelling with assimilation methods 

can be seen in Table 18. The crop modelling of wheat by WOFOST gathered a large 

overestimation of the final yield resulted in RMSE of 4.23 and MAE of 3.79. After that, 

the forecast was adjusted by EnKF LAI data assimilation originated from Sentinel-2 

satellite. This method decreased the uncertainty of the model by 0.8 t ha-1 for RMSE and 

by 0.72 t.ha-1 for MAE. Subsequently, the data assimilation of predicted R-LAI originated 

from Sentinel-1 were used for the update of crop modelling forecast, and this method 

decreased the error of the model by 0.57 t.ha-1 for RMSE, and by 0.48 t.ha-1 for MAE; 

however, this method did not overcome the EnKF S2 modelling. The fluency 

(smoothness) of adjusted LAI development was also analyzed by descriptive statistics. 

The absolute maximum change of LAI between days during the wheat growth was 

obtained from every ensemble simulation of the EnKF S1 and S2 modelling. The average 

maximum change for every wheat field was then calculated with a value of 1.10 for EnKF 

S2 modelling and a value of 1.09 for EnKF S1 modelling. Considering the highest 

absolute maximum change during the modelling, the EnKF S1 modelling provided 2.24 

increment, while the EnKF S2 modelling provided 2.57 increment.  

Table 18.  RMSE and MAE for observed yield and crop modelling methods. 

 RMSE [t.ha-1] MAE [t.ha-1] 

Crop modelling, obs. 

yield 
4.23 3.79 

Crop modelling + 

EnKF S2, obs. yield 
3.43 3.07 

Crop modelling + 

EnKF S1, obs. yield 
3.66 3.31 

 

The Remote sensing data assimilation into the crop model WOFOST was presented by 

many authors. From the perspective of WOFOST, EnKF, and simulation of winter wheat, 

Pan et al. (2019) recently demonstrated the join data assimilation of LAI and soil moisture 

from Sentinel-1 and Sentinel-2 into the WOFOST by EnKF for winter wheat. They were 

able to decrease the RMSE from 0.47 t.ha-1 to 0.31 t.ha-1 at field level and from 1.87 t.ha-
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1 to 0.71 t.ha-1 at regional scale. Ma et al. (2013) tried to use the NVDI data for adjustment 

of the WOFOST with EnKF in the mode of potential production and presented the 

decrease of RMSE from 2.17 t.ha-1  to 0.78 t.ha-1. However, they also tried water-limited 

simulation, and their RMSE results increased from 1.63 t.ha-1  to 3.01 t.ha-1. Wang et al. 

(2017) presented that MODIS LAI assimilation can have a positive impact on crop 

modelling and change the RMSE from 0.59 to 0.36 t.ha-1. Beyene et al. (2021) coupled 

the remote sensing (MODIS LAI) and crop growth model and demonstrated the decrease 

of RMSE from 0.59 t.ha-1  to 0.41 t.ha-1  at a regional scale. Huang et al. (2016 - a) were 

able to create LAI product by using Landsat TM and MODIS and subsequently adjust the 

regional forecasting of winter wheat. The reduction of uncertainty (RMSE) was reduced 

from 0.65 to 0.44 t.ha-1.  The use of Sentinel-1 and Sentinel-2 for WOFOST crop 

modelling was also examined by Zhuo et al. (2018), which tried to derive the soil moisture 

from the so-called water cloud model and adjust the simulation of winter wheat by EnKF. 

Results of their study indicated that improvements of WOFOST modelling are quite low 

(RMSE 0.60 t.ha-1 for crop modelling compared to RMSE 0.36 t.ha-1 for data 

assimilation). Compared to our study, the presented crop modelling of wheat provides 

smaller RMSE during the modelling; however, almost all these presented studies 

(uncertain with Zhuo et al. (2018)) used the meteorological data from the 

weather/meteorological stations in surroundings of research sites. This could be a 

significant difference between the approach of this study and studies of other authors. 

Also, it seems that while a decrease of RMSE was quite low in the case of this study, the 

decrease of RMSE was more significant in discussed studies. This implies that the results 

of this research should be considered as cautiously acceptable as the effects of data 

assimilation were quite low. 
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7. Conclusions 

Remote sensing and crop growth modelling represent the developing fields of study, 

which can jointly provide a powerful tool for agricultural/environmental observation and 

monitoring. The Copernicus programme of the European Space Agency offers easily 

accessible and continuous Earth Observation data by Earth Observation missions and 

Contributing missions. The Sentinel missions Sentinel-1 and Sentinel-2 monitor are able 

to monitor the Earth's surface by optical and radar instruments. The aim of this study was 

to examine the relation between the optical indices (NDVI, LAI) obtained from Sentinel-

2 and RVI obtained from Sentinel-1 and use them for purposes of crop modelling. 

The wheat fields were monitored with Sentinel-1 and Sentinel-2 (complemented by 

Landsat 8) between the years 2015 and 2019 and then analyzed. The calculated NDVI 

from the optical instrument and RVI obtained from SAR instruments were compared by 

descriptive statistics and linear regression. The results showed that RVI seems to have a 

similar development to the phenological curve. The radar data from the Sentinel-1 

mission could supplement optical satellite data to a certain degree. However, whether 

Sentinel-1 radar data can fully replace optical data during vegetation monitoring is still 

uncertain. Also, the anisotropy of the backscatter caused by different incidence and 

azimuthal angles should be considered during vegetation analysis from the Sentinel-1 

timeseries. It seems that Sentinel-1’s Relative orbit and platform were crucial for such an 

approach and better results.  

The subsequent research examined the application of RVI data in WOFOST crop growth 

modelling. The Savitzky–Golay filter was used for the filtration of RVI data and 

suppression of impacts of a monitoring from different Relative orbits and Sentinel-1’s 

platforms. The later comparison of accuracy during the use of Random Forest Regression 

provided better results for filtered RVI data. Broadly translated this finding indicate that 

the SG filtering could be important tool during the RVI analysis and provide better 

outcomes of vegetation monitoring by radar data. Also, discussed the difference between 

the RVI, backscatter, and optical indices development during the vegetation season 

revealed the necessity to examine the relations more thoroughly. The Machine learning, 

specifically the Random Forest Regression, was used for the prediction of R-LAI using 

the LAI as predictor and RVI as a feature. This method resulted in not a such promising 

relationship between the LAI and RVI; however, the general similarity of seasonal 
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development could be found between LAI and resulting R-LAI. The implication of that 

is the this approach of LAI prediction is not reliable, however it is a good starting point 

for future research investigation and improvement of prediction. 

The crop growth model research activities were done for wheat crop growth without and 

with data assimilations of LAI and R-LAI. The results of crop growth modelling 

demonstrated a quite high overestimation of the WOFOST. The data assimilation by 

EnKF of LAI originated from Sentinel-2 to the model provided better wheat yield 

forecasting. The R-LAI product resulting from Sentinel-1 was also used for the update of 

the model with better outputs than crop modelling; however, worse than with optical data. 

This partially rejected the Hypothesis 1. However, the Hypothesis 2 could be fully 

confirmed as a sequential update of the model adjusted the simulated LAI more fluently 

(smoothly). The overall, the results demonstrate that using data assimilation of radar data 

can be beneficial during the crop growt modelling and increase accuracy of yield 

predictions. Other important find is that radar data can alter simulation more fluently with 

increased accuracy of modelling than the optical data. 

The presented research was performed in the conditions of the Czech Republic; 

nevertheless, it is obvious that the finding can be applied globally. 
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8. Recommendations for further research 

Further research in the usage of remote sensing data for the purposed of 

agricultural/environmental monitoring and crop modelling is highly recommended. The 

recommendations can be distinguished on potential improvements/better understating 

originated directly from results and on improvements/better understanding from results 

and discussion with other authors. The recommendations from the results are as follows: 

• The use of S-G filtering can provide potential improvement in the quality of 

predicted LAI from Sentinel-1 data as predicted R-LAI have a similar basic 

shape as LAI. 

• Assessment of different filtering methods or mathematical operations 

adjusting the RVI index according to the used Relative orbits and platforms 

should be conducted. 

• Comparing the RVI with canopy water content (e.g., normalized difference 

water index from optical sensors, ground measurements), since the coefficient 

of determination provides only weak or moderate goodness-of-fit between 

RVI and NDVI (Tůma et al. 2021), is desired. 

• Structured assessment of relations between RVI and LAI (and NDVI) in 

different parts of the vegetation season and utilization of results for crop 

modelling could be beneficial. 

• The analysis of different methods of SAR data speckle filtering and their 

impact on quality of RVI spatial distribution is needed.    

From the results and subsequent discussion arise these study questions: 

• The relation between the SAR’s backscatters (Cross-ratio or Direct-ratio) and 

RVI (originated from SAR’s backscattering) should be analysed, since RVI 

and backscatter behave differently in each part of vegetation season. 

• The comparison and evaluation of crop growth simulation based on different 

Reanalysis data (e.g., NASA POWER, ERA5) and meteorological data 

originated from meteorological stations could clarify the sensitivity of the 

WOFOST (and other crop growth models) to different weather inputs. 

• Better understanding of reanalysis data’s limits in context of spatial usage 

during the crop growth modelling could be beneficial for future research. 
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• Assessment of NPK module on simulated nutrient-limited production of the 

WOFOST is recommended.  
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Annex - Table I. Leaf Area Index results of wheat fields – descriptive statistics. 

date Mean Max Min Median St_dev 
2016-03-17 0.70 2.01 0.26 0.67 0.23 
2016-03-27 0.91 2.52 0.21 0.85 0.28 
2016-05-23 5.35 6.79 0.07 5.37 0.68 
2017-04-01 0.75 2.88 0.15 0.64 0.45 
2017-05-11 3.63 6.04 0.20 4.02 1.28 
2017-05-18 4.69 7.15 0.00 5.10 1.49 
2017-05-28 5.50 6.94 0.26 5.69 0.88 
2017-06-20 4.00 7.03 0.33 4.26 0.93 
2018-05-13 4.62 6.14 0.00 4.77 0.75 
2018-05-31 3.60 5.56 0.53 3.76 0.87 
2019-04-01 2.34 4.55 0.19 2.43 0.99 
2019-04-16 3.34 5.11 0.29 3.58 1.10 
2019-04-21 3.54 5.40 0.24 3.87 1.13 
2019-05-01 3.96 6.17 0.24 4.24 1.16 
2019-05-31 3.93 5.45 0.30 4.02 0.58 
2019-06-12 3.91 5.31 0.63 4.04 0.77 
2019-06-30 1.80 4.54 0.31 1.73 0.45 
2019-07-25 0.30 3.82 0.19 0.25 0.18 
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Annex - Table II. Unfiltered RVI products - 2016 

date Mean Max Min Median St_dev 
2016-03-01 0.39 1.66 0.02 0.38 0.15 
2016-03-06 0.39 1.80 0.00 0.39 0.15 
2016-03-09 0.32 1.66 0.08 0.31 0.11 
2016-03-13 0.31 2.48 0.01 0.30 0.12 
2016-03-18 0.32 1.31 0.01 0.31 0.12 
2016-03-21 0.35 1.20 0.08 0.33 0.12 
2016-03-25 0.31 1.44 0.02 0.29 0.12 
2016-03-30 0.41 1.25 0.01 0.40 0.15 
2016-04-02 0.41 2.36 0.08 0.39 0.14 
2016-04-06 0.44 1.29 0.11 0.41 0.16 
2016-04-11 0.50 1.68 0.01 0.50 0.18 
2016-04-14 0.64 2.24 0.07 0.62 0.18 
2016-04-18 0.74 1.72 0.09 0.72 0.20 
2016-04-23 0.83 1.81 0.15 0.82 0.23 
2016-04-26 0.82 1.76 0.10 0.81 0.21 
2016-04-30 0.67 1.52 0.14 0.65 0.18 
2016-05-05 1.06 2.13 0.16 1.05 0.23 
2016-05-08 1.04 2.06 0.15 1.02 0.27 
2016-05-12 0.62 1.81 0.15 0.59 0.19 
2016-05-17 1.09 2.38 0.28 1.05 0.34 
2016-05-20 0.91 2.75 0.20 0.87 0.31 
2016-05-24 0.71 2.21 0.17 0.69 0.25 
2016-05-29 0.91 2.01 0.19 0.89 0.24 
2016-06-01 0.82 2.19 0.12 0.77 0.29 
2016-06-05 0.67 1.71 0.21 0.66 0.16 
2016-06-10 0.86 1.77 0.28 0.83 0.21 
2016-06-13 0.71 1.96 0.08 0.68 0.24 
2016-06-29 0.63 1.49 0.15 0.61 0.18 
2016-07-04 1.00 2.15 0.36 0.98 0.20 
2016-07-07 0.95 1.97 0.38 0.93 0.21 
2016-07-11 0.75 1.60 0.22 0.73 0.20 
2016-07-16 1.07 1.93 0.23 1.07 0.21 
2016-07-19 1.09 2.55 0.20 1.08 0.24 
2016-07-23 0.81 1.77 0.17 0.80 0.22 
2016-07-28 0.86 2.53 0.29 0.85 0.19 
2016-07-31 1.05 2.63 0.20 1.04 0.21 
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Annex - Table III. Filtered RVI products - 2016 

date Mean Max Min Median St_dev 
2016-03-01 0.40 1.56 -0.02 0.40 0.15 
2016-03-06 0.37 1.30 -0.01 0.36 0.12 
2016-03-09 0.34 1.44 0.02 0.34 0.11 
2016-03-13 0.33 1.38 0.06 0.33 0.10 
2016-03-18 0.32 1.23 0.06 0.32 0.10 
2016-03-21 0.32 1.06 0.06 0.32 0.10 
2016-03-25 0.34 1.16 0.08 0.33 0.10 
2016-03-30 0.37 1.22 0.10 0.36 0.11 
2016-04-02 0.41 1.22 0.07 0.40 0.12 
2016-04-06 0.47 1.18 0.07 0.46 0.13 
2016-04-11 0.54 1.11 0.10 0.54 0.14 
2016-04-14 0.62 1.14 0.17 0.62 0.13 
2016-04-18 0.69 1.15 0.21 0.70 0.13 
2016-04-23 0.77 1.14 0.21 0.77 0.13 
2016-04-26 0.83 1.25 0.20 0.83 0.12 
2016-04-30 0.88 1.34 0.22 0.87 0.13 
2016-05-05 0.91 1.38 0.28 0.90 0.14 
2016-05-08 0.92 1.45 0.33 0.91 0.17 
2016-05-12 0.92 1.54 0.37 0.92 0.20 
2016-05-17 0.91 1.55 0.39 0.90 0.22 
2016-05-20 0.88 1.48 0.42 0.86 0.21 
2016-05-24 0.84 1.40 0.38 0.82 0.19 
2016-05-29 0.79 1.40 0.38 0.78 0.16 
2016-06-01 0.76 1.36 0.41 0.75 0.13 
2016-06-05 0.74 1.39 0.44 0.74 0.10 
2016-06-10 0.74 1.42 0.43 0.74 0.10 
2016-06-13 0.77 1.40 0.44 0.76 0.11 
2016-06-29 0.81 1.31 0.47 0.80 0.12 
2016-07-04 0.86 1.28 0.53 0.86 0.13 
2016-07-07 0.91 1.35 0.57 0.91 0.12 
2016-07-11 0.95 1.42 0.54 0.94 0.12 
2016-07-16 0.96 1.49 0.51 0.96 0.12 
2016-07-19 0.94 1.48 0.44 0.95 0.14 
2016-07-23 0.91 1.51 0.40 0.92 0.15 
2016-07-28 0.91 1.67 0.45 0.91 0.14 
2016-07-31 1.02 2.52 0.31 1.01 0.20 
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Annex - Table IV. Unfiltered RVI products - 2017 

date Mean Max Min Median St_dev 
2017-03-01 0.31 1.06 0.02 0.30 0.13 
2017-03-02 0.30 1.58 0.03 0.29 0.11 
2017-03-04 0.28 1.95 0.05 0.26 0.11 
2017-03-07 0.34 1.29 0.02 0.32 0.14 
2017-03-08 0.23 1.31 0.02 0.21 0.10 
2017-03-10 0.34 1.95 0.08 0.33 0.11 
2017-03-13 0.28 1.95 0.01 0.27 0.13 
2017-03-14 0.24 1.57 0.02 0.21 0.10 
2017-03-16 0.27 2.18 0.05 0.25 0.11 
2017-03-19 0.32 1.93 0.02 0.31 0.13 
2017-03-20 0.30 1.32 0.01 0.28 0.12 
2017-03-22 0.33 1.77 0.07 0.32 0.10 
2017-03-25 0.33 1.43 0.02 0.32 0.13 
2017-03-26 0.27 1.69 0.03 0.25 0.11 
2017-03-28 0.34 1.94 0.06 0.32 0.12 
2017-03-31 0.40 1.43 0.04 0.39 0.15 
2017-04-01 0.35 1.86 0.03 0.34 0.13 
2017-04-03 0.49 1.92 0.05 0.48 0.16 
2017-04-06 0.43 1.69 0.01 0.41 0.17 
2017-04-07 0.51 1.47 0.05 0.50 0.16 
2017-04-09 0.48 1.74 0.04 0.46 0.17 
2017-04-12 0.46 1.34 0.01 0.45 0.17 
2017-04-13 0.55 1.66 0.06 0.55 0.20 
2017-04-15 0.60 1.76 0.06 0.60 0.19 
2017-04-18 0.62 1.66 0.02 0.62 0.22 
2017-04-19 0.51 1.63 0.06 0.51 0.19 
2017-04-21 0.60 2.03 0.07 0.60 0.21 
2017-04-24 0.57 1.50 0.04 0.56 0.20 
2017-04-25 0.53 1.83 0.07 0.52 0.17 
2017-04-27 0.72 1.98 0.10 0.72 0.21 
2017-04-30 0.62 1.61 0.01 0.63 0.22 
2017-05-01 0.65 2.02 0.07 0.66 0.22 
2017-05-03 0.75 2.24 0.07 0.76 0.26 
2017-05-06 0.86 1.95 0.02 0.90 0.27 
2017-05-07 0.72 1.81 0.12 0.72 0.23 
2017-05-09 0.93 1.85 0.12 0.95 0.29 
2017-05-12 0.88 2.05 0.06 0.89 0.28 
2017-05-13 0.79 1.91 0.15 0.79 0.22 
2017-05-15 0.94 2.54 0.16 0.93 0.24 
2017-05-18 0.90 1.73 0.06 0.89 0.21 
2017-05-19 0.68 1.85 0.15 0.64 0.20 
2017-05-21 0.86 1.86 0.26 0.84 0.23 
2017-05-24 0.82 1.87 0.04 0.80 0.23 
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Table IV. (continued) 

date Mean Max Min Median St_dev 
2017-05-25 0.70 1.97 0.01 0.67 0.24 
2017-05-27 0.81 1.94 0.20 0.78 0.25 
2017-05-30 0.88 1.99 0.10 0.85 0.25 
2017-05-31 0.65 1.43 0.05 0.63 0.18 
2017-06-02 0.81 1.94 0.26 0.79 0.21 
2017-06-05 0.79 2.03 0.09 0.76 0.22 
2017-06-06 0.64 1.80 0.21 0.62 0.19 
2017-06-08 0.74 1.99 0.27 0.71 0.20 
2017-06-11 0.94 1.89 0.07 0.93 0.20 
2017-06-12 0.67 2.53 0.19 0.64 0.19 
2017-06-14 0.83 2.11 0.25 0.81 0.21 
2017-06-17 0.92 1.81 0.08 0.91 0.20 
2017-06-18 0.77 1.73 0.07 0.77 0.22 
2017-06-20 0.86 1.90 0.23 0.85 0.21 
2017-06-23 1.00 1.80 0.14 1.00 0.18 
2017-06-24 0.75 1.64 0.21 0.75 0.22 
2017-06-26 0.89 1.65 0.33 0.88 0.18 
2017-06-29 1.00 1.82 0.34 0.99 0.20 
2017-06-30 0.80 1.53 0.29 0.79 0.17 
2017-07-02 0.87 1.86 0.23 0.86 0.20 
2017-07-05 0.95 1.74 0.38 0.94 0.17 
2017-07-06 0.82 2.35 0.22 0.82 0.19 
2017-07-08 0.95 1.65 0.33 0.94 0.18 
2017-07-11 1.05 1.91 0.27 1.04 0.19 
2017-07-12 0.87 2.26 0.33 0.86 0.18 
2017-07-17 1.00 1.95 0.33 0.98 0.19 
2017-07-20 0.86 1.64 0.26 0.86 0.18 
2017-07-23 1.04 2.29 0.24 1.03 0.19 
2017-07-24 0.82 2.59 0.26 0.81 0.16 
2017-07-26 0.84 1.77 0.28 0.82 0.22 
2017-07-29 0.70 1.55 0.15 0.69 0.18 
2017-07-30 0.59 1.78 0.16 0.57 0.17 
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Annex - Table V. Filtered RVI products - 2017 

date Mean Max Min Median St_dev 
2017-03-01 0.31 1.06 0.02 0.30 0.13 
2017-03-02 0.30 1.01 0.07 0.29 0.10 
2017-03-04 0.30 1.14 0.08 0.29 0.10 
2017-03-07 0.29 1.03 0.08 0.28 0.09 
2017-03-08 0.29 0.98 0.07 0.28 0.09 
2017-03-10 0.29 1.02 0.08 0.28 0.09 
2017-03-13 0.28 1.02 0.08 0.28 0.09 
2017-03-14 0.28 0.98 0.08 0.28 0.09 
2017-03-16 0.28 0.94 0.08 0.27 0.09 
2017-03-19 0.29 1.00 0.08 0.28 0.09 
2017-03-20 0.29 1.06 0.09 0.28 0.09 
2017-03-22 0.30 1.07 0.09 0.29 0.09 
2017-03-25 0.31 1.01 0.09 0.31 0.09 
2017-03-26 0.33 0.94 0.10 0.33 0.09 
2017-03-28 0.35 0.97 0.10 0.35 0.10 
2017-03-31 0.37 0.96 0.10 0.37 0.10 
2017-04-01 0.40 0.98 0.11 0.39 0.11 
2017-04-03 0.42 1.05 0.11 0.42 0.12 
2017-04-06 0.44 1.12 0.11 0.44 0.12 
2017-04-07 0.48 1.18 0.12 0.49 0.14 
2017-04-09 0.50 1.17 0.12 0.52 0.15 
2017-04-12 0.53 1.18 0.14 0.55 0.15 
2017-04-13 0.55 1.13 0.16 0.57 0.16 
2017-04-15 0.55 1.08 0.15 0.58 0.16 
2017-04-18 0.55 1.13 0.15 0.57 0.16 
2017-04-19 0.57 1.14 0.18 0.58 0.16 
2017-04-21 0.57 1.18 0.16 0.58 0.16 
2017-04-24 0.58 1.18 0.16 0.59 0.16 
2017-04-25 0.60 1.19 0.18 0.62 0.16 
2017-04-27 0.62 1.15 0.19 0.64 0.17 
2017-04-30 0.65 1.10 0.18 0.67 0.17 
2017-05-01 0.70 1.12 0.16 0.73 0.19 
2017-05-03 0.74 1.17 0.14 0.78 0.20 
2017-05-06 0.79 1.22 0.15 0.83 0.21 
2017-05-07 0.83 1.29 0.13 0.88 0.21 
2017-05-09 0.87 1.34 0.18 0.91 0.20 
2017-05-12 0.86 1.31 0.27 0.89 0.18 
2017-05-13 0.87 1.30 0.28 0.88 0.17 
2017-05-15 0.86 1.35 0.23 0.86 0.16 
2017-05-18 0.84 1.36 0.23 0.84 0.15 
2017-05-19 0.83 1.39 0.21 0.82 0.15 
2017-05-21 0.81 1.44 0.19 0.80 0.16 
2017-05-24 0.79 1.42 0.23 0.78 0.17 
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Table V. (continued) 

Date 
 Mean Max Min Median St_dev 

2017-05-25 0.78 1.42 0.21 0.77 0.17 
2017-05-27 0.77 1.41 0.20 0.77 0.17 
2017-05-30 0.76 1.40 0.22 0.76 0.17 
2017-05-31 0.76 1.43 0.22 0.76 0.15 
2017-06-02 0.76 1.40 0.25 0.75 0.14 
2017-06-05 0.75 1.33 0.27 0.75 0.13 
2017-06-06 0.76 1.28 0.27 0.75 0.12 
2017-06-08 0.76 1.31 0.26 0.75 0.12 
2017-06-11 0.77 1.39 0.26 0.76 0.12 
2017-06-12 0.79 1.41 0.23 0.79 0.11 
2017-06-14 0.81 1.37 0.25 0.81 0.12 
2017-06-17 0.85 1.36 0.25 0.86 0.12 
2017-06-18 0.86 1.29 0.25 0.87 0.12 
2017-06-20 0.87 1.25 0.29 0.88 0.13 
2017-06-23 0.88 1.33 0.36 0.89 0.13 
2017-06-24 0.88 1.31 0.41 0.90 0.13 
2017-06-26 0.89 1.28 0.46 0.90 0.12 
2017-06-29 0.89 1.28 0.49 0.89 0.11 
2017-06-30 0.89 1.24 0.51 0.89 0.10 
2017-07-02 0.89 1.25 0.53 0.89 0.10 
2017-07-05 0.90 1.33 0.55 0.90 0.10 
2017-07-06 0.91 1.38 0.57 0.90 0.09 
2017-07-08 0.92 1.43 0.58 0.92 0.09 
2017-07-11 0.94 1.48 0.60 0.94 0.09 
2017-07-12 0.95 1.49 0.63 0.95 0.09 
2017-07-17 0.96 1.44 0.55 0.96 0.10 
2017-07-20 0.96 1.46 0.47 0.96 0.10 
2017-07-23 0.93 1.40 0.41 0.93 0.11 
2017-07-24 0.88 1.31 0.38 0.88 0.13 
2017-07-26 0.81 1.31 0.30 0.80 0.15 
2017-07-29 0.70 1.35 0.22 0.70 0.15 
2017-07-30 0.59 1.74 0.18 0.58 0.17 
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Annex - Table VI. Unfiltered RVI products – 2018 

date Mean Max Min Median St_dev 
2018-03-02 0.25 1.01 0.01 0.24 0.11 
2018-03-03 0.25 1.41 0.04 0.24 0.07 
2018-03-05 0.28 1.21 0.08 0.26 0.10 
2018-03-08 0.32 1.70 0.02 0.30 0.15 
2018-03-09 0.26 1.57 0.00 0.24 0.11 
2018-03-14 0.22 1.18 0.00 0.21 0.12 
2018-03-17 0.24 1.38 0.05 0.23 0.09 
2018-03-20 0.27 1.45 0.02 0.26 0.11 
2018-03-21 0.28 0.91 0.02 0.27 0.09 
2018-03-23 0.27 1.21 0.09 0.26 0.10 
2018-03-26 0.22 1.08 0.01 0.21 0.11 
2018-03-27 0.28 1.91 0.01 0.26 0.12 
2018-03-29 0.25 1.14 0.04 0.23 0.10 
2018-04-01 0.28 1.14 0.01 0.26 0.13 
2018-04-02 0.30 1.48 0.01 0.28 0.10 
2018-04-04 0.43 1.55 0.16 0.42 0.13 
2018-04-07 0.25 1.25 0.01 0.24 0.13 
2018-04-08 0.49 1.88 0.01 0.47 0.16 
2018-04-10 0.45 1.53 0.17 0.43 0.12 
2018-04-13 0.40 1.64 0.01 0.38 0.17 
2018-04-14 0.41 1.31 0.02 0.39 0.14 
2018-04-16 0.57 2.03 0.13 0.56 0.15 
2018-04-19 0.46 1.84 0.01 0.44 0.18 
2018-04-20 0.52 1.43 0.01 0.50 0.14 
2018-04-22 0.66 1.70 0.25 0.64 0.17 
2018-04-25 0.71 1.94 0.01 0.71 0.19 
2018-04-26 0.59 1.35 0.01 0.57 0.15 
2018-04-28 0.61 1.55 0.22 0.59 0.15 
2018-05-01 0.66 1.67 0.05 0.65 0.18 
2018-05-02 0.65 1.37 0.01 0.64 0.15 
2018-05-04 0.66 1.58 0.23 0.64 0.17 
2018-05-07 0.74 2.15 0.05 0.73 0.18 
2018-05-08 0.57 1.35 0.05 0.56 0.15 
2018-05-10 0.70 1.73 0.23 0.68 0.16 
2018-05-13 0.79 1.64 0.04 0.78 0.19 
2018-05-14 0.77 1.85 0.02 0.76 0.21 
2018-05-16 0.90 1.94 0.21 0.88 0.22 
2018-05-19 1.00 2.05 0.04 1.00 0.24 
2018-05-20 0.85 2.02 0.08 0.83 0.22 
2018-05-22 1.01 2.23 0.25 1.00 0.23 
2018-05-25 1.00 2.31 0.07 0.98 0.23 
2018-05-26 0.85 1.82 0.04 0.83 0.19 
2018-05-28 0.81 1.83 0.30 0.77 0.21 

 



XIV 
 

Table VI. (continued) 

date Mean Max Min Median St_dev 
2018-05-31 0.97 2.33 0.05 0.95 0.23 
2018-06-01 0.70 1.77 0.03 0.68 0.18 
2018-06-03 0.84 1.74 0.25 0.82 0.19 
2018-06-06 0.87 1.95 0.09 0.85 0.22 
2018-06-07 0.69 1.68 0.04 0.68 0.17 
2018-06-09 0.74 1.77 0.27 0.72 0.19 
2018-06-12 1.00 2.06 0.14 0.99 0.23 
2018-06-13 0.77 1.90 0.04 0.74 0.22 
2018-06-15 0.80 1.63 0.32 0.79 0.18 
2018-06-18 0.81 1.81 0.10 0.80 0.19 
2018-06-19 0.64 1.63 0.06 0.62 0.15 
2018-06-21 0.74 1.64 0.25 0.73 0.18 
2018-06-24 0.99 1.89 0.18 0.99 0.20 
2018-06-25 0.73 1.64 0.14 0.71 0.19 
2018-06-27 0.92 1.79 0.17 0.91 0.21 
2018-06-30 0.84 1.70 0.05 0.84 0.24 
2018-06-30 0.84 1.69 0.05 0.85 0.24 
2018-07-01 0.70 1.99 0.08 0.69 0.18 
2018-07-03 0.64 1.48 0.14 0.62 0.17 
2018-07-07 0.58 1.39 0.17 0.57 0.13 
2018-07-09 0.60 1.48 0.26 0.57 0.14 
2018-07-12 0.49 1.32 0.08 0.47 0.18 
2018-07-15 0.44 1.32 0.20 0.42 0.11 
2018-07-18 0.36 1.28 0.03 0.33 0.16 
2018-07-21 0.45 1.44 0.14 0.43 0.12 
2018-07-24 0.32 1.29 0.03 0.30 0.14 
2018-07-25 0.60 1.69 0.10 0.58 0.19 
2018-07-27 0.34 1.50 0.12 0.32 0.12 
2018-07-30 0.31 1.18 0.03 0.29 0.14 
2018-07-31 0.52 1.41 0.06 0.49 0.19 
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Annex - Table VII. Filtered RVI products – 2018 

date Mean Max Min Median St_dev 
2018-03-02 0.26 0.80 0.04 0.25 0.09 
2018-03-03 0.26 0.88 0.08 0.24 0.09 
2018-03-05 0.26 0.89 0.07 0.25 0.09 
2018-03-08 0.27 0.93 0.09 0.26 0.09 
2018-03-09 0.27 0.88 0.11 0.26 0.08 
2018-03-14 0.27 0.83 0.08 0.26 0.08 
2018-03-17 0.27 0.85 0.06 0.26 0.08 
2018-03-20 0.26 0.84 0.06 0.25 0.08 
2018-03-21 0.26 0.82 0.06 0.25 0.07 
2018-03-23 0.25 0.79 0.08 0.24 0.08 
2018-03-26 0.25 0.75 0.08 0.24 0.08 
2018-03-27 0.26 0.75 0.09 0.24 0.08 
2018-03-29 0.27 0.79 0.09 0.25 0.09 
2018-04-01 0.28 0.83 0.10 0.27 0.09 
2018-04-02 0.31 0.88 0.12 0.29 0.09 
2018-04-04 0.33 0.92 0.14 0.32 0.09 
2018-04-07 0.36 0.96 0.16 0.35 0.09 
2018-04-08 0.39 0.99 0.17 0.39 0.09 
2018-04-10 0.43 1.01 0.16 0.42 0.09 
2018-04-13 0.46 1.01 0.15 0.46 0.09 
2018-04-14 0.49 1.01 0.15 0.49 0.09 
2018-04-16 0.52 1.00 0.15 0.52 0.10 
2018-04-19 0.54 1.05 0.15 0.54 0.10 
2018-04-20 0.57 1.13 0.16 0.57 0.10 
2018-04-22 0.59 1.20 0.15 0.59 0.09 
2018-04-25 0.60 1.29 0.13 0.60 0.09 
2018-04-26 0.61 1.32 0.15 0.61 0.09 
2018-04-28 0.62 1.32 0.13 0.62 0.09 
2018-05-01 0.62 1.28 0.16 0.62 0.08 
2018-05-02 0.64 1.21 0.19 0.64 0.08 
2018-05-04 0.66 1.13 0.20 0.66 0.08 
2018-05-07 0.69 1.07 0.24 0.68 0.08 
2018-05-08 0.72 1.06 0.26 0.72 0.09 
2018-05-10 0.76 1.11 0.30 0.76 0.10 
2018-05-13 0.79 1.14 0.33 0.78 0.10 
2018-05-14 0.82 1.18 0.34 0.82 0.11 
2018-05-16 0.85 1.20 0.33 0.85 0.11 
2018-05-19 0.88 1.23 0.35 0.88 0.11 
2018-05-20 0.89 1.23 0.34 0.89 0.11 
2018-05-22 0.92 1.28 0.32 0.91 0.11 
2018-05-25 0.92 1.30 0.31 0.92 0.10 
2018-05-26 0.92 1.31 0.29 0.92 0.10 
2018-05-28 0.90 1.30 0.28 0.90 0.10 

 



XVI 
 

Table VII. (continued) 

date Mean Max Min Median St_dev 
2018-05-31 0.88 1.25 0.30 0.88 0.10 
2018-06-01 0.85 1.20 0.29 0.85 0.10 
2018-06-03 0.82 1.22 0.32 0.82 0.10 
2018-06-06 0.80 1.24 0.35 0.80 0.11 
2018-06-07 0.79 1.24 0.36 0.78 0.11 
2018-06-09 0.76 1.22 0.37 0.75 0.12 
2018-06-12 0.76 1.20 0.38 0.75 0.12 
2018-06-13 0.78 1.24 0.34 0.77 0.12 
2018-06-15 0.80 1.24 0.35 0.79 0.11 
2018-06-18 0.81 1.23 0.37 0.80 0.11 
2018-06-19 0.83 1.31 0.33 0.83 0.10 
2018-06-21 0.84 1.34 0.33 0.84 0.10 
2018-06-24 0.84 1.34 0.31 0.84 0.11 
2018-06-25 0.84 1.34 0.25 0.84 0.11 
2018-06-27 0.82 1.30 0.26 0.83 0.11 
2018-06-30 0.79 1.23 0.30 0.80 0.12 
2018-06-30 0.77 1.15 0.27 0.78 0.11 
2018-07-01 0.72 1.08 0.30 0.73 0.11 
2018-07-03 0.67 1.04 0.35 0.67 0.11 
2018-07-07 0.62 1.04 0.33 0.62 0.10 
2018-07-09 0.56 1.01 0.30 0.56 0.09 
2018-07-12 0.51 1.01 0.27 0.51 0.09 
2018-07-15 0.47 1.00 0.24 0.47 0.09 
2018-07-18 0.44 0.99 0.23 0.43 0.09 
2018-07-21 0.42 0.98 0.22 0.41 0.09 
2018-07-24 0.41 0.96 0.20 0.39 0.09 
2018-07-25 0.41 0.94 0.20 0.39 0.09 
2018-07-27 0.41 0.93 0.20 0.40 0.09 
2018-07-30 0.43 0.90 0.20 0.42 0.09 
2018-07-31 0.45 0.89 0.21 0.44 0.09 
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Annex - Table VIII. Unfiltered RVI products – 2019 

date Mean Max Min Median St_dev 
2019-03-03 0.46 1.83 0.01 0.46 0.22 
2019-03-04 0.32 1.14 0.02 0.30 0.14 
2019-03-06 0.34 1.16 0.08 0.32 0.13 
2019-03-09 0.37 1.79 0.01 0.35 0.15 
2019-03-10 0.34 1.49 0.02 0.32 0.13 
2019-03-12 0.34 2.18 0.04 0.32 0.14 
2019-03-15 0.46 1.70 0.02 0.45 0.17 
2019-03-16 0.36 1.19 0.05 0.34 0.15 
2019-03-18 0.34 1.19 0.06 0.32 0.14 
2019-03-21 0.27 1.33 0.01 0.26 0.10 
2019-03-22 0.35 1.39 0.05 0.34 0.10 
2019-03-24 0.43 1.69 0.08 0.41 0.16 
2019-03-27 0.44 1.75 0.04 0.43 0.16 
2019-03-28 0.52 1.33 0.08 0.51 0.19 
2019-03-30 0.46 1.56 0.11 0.45 0.16 
2019-04-02 0.43 2.22 0.05 0.41 0.14 
2019-04-03 0.48 1.79 0.07 0.47 0.13 
2019-04-05 0.57 1.50 0.18 0.56 0.18 
2019-04-08 0.62 1.37 0.06 0.60 0.18 
2019-04-09 0.51 1.57 0.01 0.49 0.15 
2019-04-11 0.57 1.38 0.01 0.54 0.18 
2019-04-14 0.74 1.61 0.04 0.73 0.19 
2019-04-15 0.66 2.18 0.15 0.62 0.25 
2019-04-17 0.64 1.70 0.12 0.61 0.20 
2019-04-20 0.68 1.59 0.08 0.67 0.18 
2019-04-21 0.64 1.73 0.15 0.61 0.18 
2019-04-23 0.73 2.04 0.19 0.72 0.20 
2019-04-26 0.75 2.24 0.14 0.74 0.19 
2019-04-27 0.83 2.07 0.27 0.81 0.22 
2019-04-29 0.79 1.88 0.10 0.78 0.19 
2019-05-02 0.83 2.11 0.06 0.82 0.21 
2019-05-03 0.79 1.92 0.06 0.77 0.20 
2019-05-05 0.84 1.77 0.16 0.82 0.22 
2019-05-08 0.90 2.00 0.06 0.88 0.25 
2019-05-09 0.85 2.33 0.07 0.82 0.24 
2019-05-11 1.03 2.27 0.19 1.01 0.28 
2019-05-14 1.01 2.19 0.06 1.00 0.26 
2019-05-15 1.03 2.35 0.16 1.00 0.31 
2019-05-17 1.06 2.35 0.27 1.04 0.29 
2019-05-20 1.05 2.21 0.01 1.03 0.27 
2019-05-21 1.02 2.40 0.17 0.94 0.37 
2019-05-23 1.02 2.16 0.17 1.01 0.29 
2019-05-26 1.09 2.20 0.19 1.09 0.29 
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Table VIII. (continued) 

date Mean Max Min Median St_dev 
2019-05-27 1.16 2.46 0.18 1.18 0.35 
2019-05-29 1.02 2.15 0.25 0.98 0.32 
2019-06-01 1.00 2.23 0.19 0.98 0.27 
2019-06-02 0.90 2.20 0.14 0.86 0.32 
2019-06-04 0.81 1.90 -0.60 0.79 0.20 
2019-06-07 0.82 1.97 0.25 0.80 0.20 
2019-06-08 0.66 2.10 0.21 0.64 0.18 
2019-06-10 0.70 1.86 0.20 0.67 0.17 
2019-06-13 0.84 1.80 0.22 0.82 0.20 
2019-06-14 0.54 1.53 0.17 0.50 0.17 
2019-06-16 0.72 1.67 0.24 0.69 0.20 
2019-06-25 0.81 1.68 0.24 0.80 0.18 
2019-06-26 0.59 1.79 0.13 0.57 0.16 
2019-06-28 0.70 1.68 0.26 0.68 0.17 
2019-07-01 0.78 1.65 0.26 0.76 0.18 
2019-07-04 0.73 1.74 0.27 0.71 0.19 
2019-07-07 0.83 1.90 0.27 0.82 0.20 
2019-07-08 0.62 1.63 0.08 0.61 0.16 
2019-07-10 0.65 1.83 0.16 0.62 0.19 
2019-07-13 0.85 1.62 0.24 0.84 0.19 
2019-07-14 0.76 2.14 0.23 0.74 0.18 
2019-07-16 0.79 2.10 0.19 0.78 0.22 
2019-07-19 0.70 2.32 0.04 0.69 0.19 
2019-07-20 0.75 2.01 0.16 0.74 0.18 
2019-07-22 0.52 1.50 0.12 0.49 0.17 
2019-07-25 0.47 1.58 0.04 0.45 0.15 
2019-07-26 0.51 2.08 0.18 0.49 0.13 
2019-07-28 0.49 1.57 0.08 0.47 0.13 
2019-07-31 0.42 1.67 0.02 0.39 0.16 
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Annex - Table IX. Filtered RVI products – 2019 

date Mean Max Min Median St_dev 
2019-03-03 0.43 1.56 0.01 0.42 0.20 
2019-03-04 0.38 1.13 0.10 0.38 0.13 
2019-03-06 0.35 1.09 0.12 0.34 0.12 
2019-03-09 0.35 1.04 0.13 0.33 0.11 
2019-03-10 0.34 0.93 0.13 0.33 0.11 
2019-03-12 0.35 0.93 0.12 0.34 0.11 
2019-03-15 0.35 0.91 0.12 0.35 0.11 
2019-03-16 0.36 0.87 0.12 0.36 0.11 
2019-03-18 0.37 0.83 0.13 0.37 0.11 
2019-03-21 0.38 0.81 0.14 0.38 0.11 
2019-03-22 0.39 0.81 0.16 0.40 0.11 
2019-03-24 0.40 0.86 0.17 0.41 0.10 
2019-03-27 0.42 0.89 0.18 0.42 0.10 
2019-03-28 0.44 0.92 0.19 0.44 0.11 
2019-03-30 0.46 0.95 0.21 0.46 0.11 
2019-04-02 0.48 0.97 0.23 0.49 0.11 
2019-04-03 0.51 1.01 0.25 0.51 0.11 
2019-04-05 0.53 1.05 0.26 0.53 0.12 
2019-04-08 0.56 1.07 0.27 0.55 0.12 
2019-04-09 0.58 1.08 0.28 0.58 0.13 
2019-04-11 0.61 1.07 0.29 0.60 0.13 
2019-04-14 0.63 1.06 0.31 0.62 0.13 
2019-04-15 0.65 1.07 0.33 0.64 0.13 
2019-04-17 0.67 1.12 0.34 0.66 0.12 
2019-04-20 0.68 1.14 0.34 0.68 0.12 
2019-04-21 0.70 1.17 0.33 0.70 0.11 
2019-04-23 0.72 1.17 0.34 0.73 0.11 
2019-04-26 0.74 1.15 0.34 0.75 0.12 
2019-04-27 0.77 1.19 0.37 0.78 0.12 
2019-04-29 0.80 1.21 0.40 0.80 0.12 
2019-05-02 0.81 1.21 0.39 0.81 0.12 
2019-05-03 0.83 1.25 0.39 0.83 0.12 
2019-05-05 0.86 1.30 0.35 0.86 0.13 
2019-05-08 0.88 1.33 0.32 0.88 0.14 
2019-05-09 0.92 1.39 0.33 0.92 0.15 
2019-05-11 0.97 1.50 0.35 0.96 0.17 
2019-05-14 1.00 1.59 0.36 0.99 0.19 
2019-05-15 1.03 1.65 0.39 1.02 0.21 
2019-05-17 1.05 1.66 0.39 1.04 0.22 
2019-05-20 1.07 1.70 0.40 1.06 0.23 
2019-05-21 1.09 1.72 0.40 1.08 0.24 
2019-05-23 1.08 1.68 0.37 1.07 0.24 
2019-05-26 1.06 1.65 0.38 1.06 0.23 
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Table IX. (continued) 

date Mean Max Min Median St_dev 
2019-05-27 1.04 1.59 0.38 1.04 0.22 
2019-05-29 1.00 1.52 0.37 1.00 0.20 
2019-06-01 0.95 1.40 0.40 0.96 0.17 
2019-06-02 0.91 1.29 0.40 0.92 0.14 
2019-06-04 0.86 1.27 0.40 0.87 0.12 
2019-06-07 0.81 1.21 0.36 0.82 0.10 
2019-06-08 0.77 1.22 0.40 0.77 0.09 
2019-06-10 0.74 1.23 0.38 0.73 0.09 
2019-06-13 0.71 1.23 0.39 0.70 0.10 
2019-06-14 0.68 1.23 0.43 0.67 0.10 
2019-06-16 0.66 1.18 0.39 0.64 0.11 
2019-06-25 0.66 1.15 0.36 0.64 0.10 
2019-06-26 0.68 1.14 0.39 0.67 0.10 
2019-06-28 0.72 1.13 0.42 0.71 0.09 
2019-07-01 0.74 1.11 0.43 0.73 0.08 
2019-07-04 0.76 1.15 0.39 0.75 0.08 
2019-07-07 0.77 1.14 0.35 0.77 0.09 
2019-07-08 0.77 1.18 0.34 0.77 0.09 
2019-07-10 0.76 1.18 0.31 0.76 0.09 
2019-07-13 0.74 1.18 0.28 0.74 0.10 
2019-07-14 0.71 1.16 0.28 0.71 0.10 
2019-07-16 0.68 1.18 0.25 0.68 0.10 
2019-07-19 0.66 1.18 0.23 0.66 0.09 
2019-07-20 0.64 1.18 0.23 0.64 0.09 
2019-07-22 0.62 1.15 0.23 0.61 0.08 
2019-07-25 0.60 1.09 0.25 0.59 0.08 
2019-07-26 0.58 1.15 0.27 0.58 0.08 
2019-07-28 0.56 1.19 0.29 0.56 0.08 
2019-07-31 0.55 1.21 0.29 0.54 0.08 
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